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ABSTRACT

This dissertation consists of three chapters that explore behavioral responses to taxation. The first two chapters are largely empirical, drawing on administrative tax data to study income reporting decisions and withdrawals from Individual Retirement Accounts (IRAs). The third chapter is an exploration of optimal tax theory when markets are imperfectly competitive and consumers do not maximize their own utility.

Understanding the way taxpayers respond to the tax code is critical for revenue and welfare analyses of taxation. One way taxpayers may respond is by bunching at kink points in the tax schedule to avoid high marginal tax rates. In the first chapter, I study this phenomenon using over 400 million federal individual income tax returns in the United States from 1996 to 2014, analyzing state and federal statutory kinks as well as effective kinks created by tax credits and phase-outs of deductions and exemptions. Though most kinks do not cause statistically discernible bunching, I find strong responses at other kinks. Consistent with prior research, I see bunching patterns grow over time at the first kink in the Earned Income Tax Credit (EITC) schedule. In addition, I present new evidence documenting (i) the emergence and rapid rise of bunching at the second EITC kink and the Child Tax Credit refundability plateau, (ii) strong responses to the temporary Making Work Pay Tax Credit, and (iii) weak responses at three statutory kinks. Though the self-employed bunch more, I find wage earners also respond in recent years. In general, substantial bunching responses occur only at kinks that maximize tax credits, and the strongest response occurs at the point in the schedule that maximizes credits net of taxes owed.
Another feature of the tax code that taxpayers may respond to is the requirement to withdraw funds from tax-preferred savings vehicles such as IRAs. These accounts are a substantial source of retirement savings for current retirees. In 2013, individuals age 60 or older held $3.9 trillion in wealth in IRAs. Under current law, some fraction of these funds must be withdrawn each year beginning the year one turns 70.5 years of age, with the required fraction increasing in age. In my second chapter, I study the effects of these Required Minimum Distribution (RMD) rules on decumulation patterns of retirees using a 16-year panel of administrative tax data. My data consist of a 5% random sample of individuals age 60 or older from 1999 to 2014, with approximately 2.6 million individuals per year. This period encompasses a unique policy change that I exploit for identification: a one-year suspension of the RMD rules in 2009. Though the RMD rules are modest – leaving one-third of the original balance intact by age 90 even if investments generate zero returns – my empirical analysis shows they have large effects on individual behavior. Using a semiparametric technique developed by DiNardo et al. (1996), I estimate the counterfactual density of IRA distributions in 2009 that would have prevailed if the rules had not been suspended. I estimate that at least 40% of the individuals subject to the RMD rules would take an IRA distribution less than their required minimum if they were unconstrained. In addition, I document an extensive margin effect among individuals newly subject to the rules, and provide suggestive evidence of optimization frictions in retirees’ financial decisions.

The underlying reason for studying behavioral responses to taxation is to inform better tax policy. A large literature studies optimal tax policy under a variety of theoretical assumptions. In the third chapter, I add to this literature, exploring internalities, which arise whenever a decision maker fails to maximize his own expected utility. This can happen due to, e.g., imperfect information, cognitive biases, or lack
of willpower. I consider what the implications are for the optimal taxation of goods when consumers suffer from internalities. Prior research on this topic is limited to markets with perfect competition and ignores the incentive that firms have to de-bias consumers. I show that relaxing these assumptions changes the resulting conclusions. First, I analyze a market with imperfect competition, specifically Hotelling’s model of monopolistic competition. I find that internality correction, even if costless, is not always desirable in such markets because firms change prices when the demand for their product changes, and these price changes can cause an inefficient reallocation of goods. Second, I analyze optimal taxation of internalities when firms have the ability to de-bias consumers. In such cases, the standard logic, which prescribes taxes equal to marginal internalities, does not apply. I find that, in general, market incentives attenuate the optimal internality tax (or subsidy) relative to a model with no firm de-biasing technology.
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Chapter 1

How Sensitive Are Taxpayers to Marginal Tax Rates? Evidence from Income Bunching in the United States

1.1 Introduction

This chapter estimates taxpayer responsiveness to changes in marginal income tax rates by measuring the degree to which taxpayers bunch at kinks in the tax schedule. A kink is an income amount for a given taxpayer at which marginal tax rates change discretely, marking the end of one tax bracket and the beginning of the next. Standard economic theory predicts that some taxpayers will avoid brackets with high tax rates by bunching at kinks where tax rates increase, resulting in extra mass in the distribution of income close to these kinks. We\(^1\) measure this excess mass at a wide variety of kinks in the federal tax schedule, building upon methods developed by Saez (2010) and Chetty et al. (2011).

Understanding the way taxpayers respond to the tax code is necessary for welfare and revenue analyses of current and proposed income tax regimes. Possible channels for response include labor supply, labor demand, deduction, and evasion decisions, with each having different implications for welfare (Chetty, 2009). Estimating heterogeneous responses across household types is also important, as the tax code accomplishes different objectives for different groups. For example, low earners receive income subsidies partly designed to increase labor supply, while high earners receive

\(^1\)This chapter is coauthored with Jacob Mortenson.
deductions and credits for activities like charitable giving or improving home energy efficiency.

Economists have long recognized that, absent optimization frictions, kinked budget sets should induce bunching in income distributions. However, the first searches for bunching relied upon survey data and failed to find responses at kinks. Thus, the focus of early work estimating responsiveness to the entire budget set was on fitting models that could identify behavioral responses to marginal tax rates but allowed for a lack of bunching at kinks. Initially this involved parametric assumptions regarding the error term in individuals' labor supply (Burtless and Hausman, 1978); however, recent work allows for nonparametric identification (Blomquist and Newey, 2002). These non-linear budget set models can be thought of as using responses away from kinks to identify tax rate sensitivity, while using bunching (or the lack thereof) to calibrate optimization frictions.

In contrast, Saez (2010) develops a technique for using bunching to directly estimate responsiveness to marginal tax rates at a given kink. The bunching approach relies on estimating counterfactual income distributions that would hold if there were no kink. Saez uses this method to estimate elasticities of taxable income, analyzing kinks in the Earned Income Tax Credit (EITC) and statutory federal income tax schedules using public-use tax data from 1960 to 2004. He finds substantial bunching only around the first EITC kink and at $0 of taxable income. All other kinks appear to generate no bunching. Importantly, when looking closer at the bunching patterns around the first EITC kink, Saez finds the response is driven entirely by the self-employed. Chetty et al. (2011) offer an alternative approach to constructing counterfactual income distributions. Our technique combines the best aspects of these two approaches, and we show in Appendix A that our bunching measures generally lie between those of Saez and Chetty et al.
In the United States, the bunching approach has also been used to analyze responsiveness to the Annual Earnings Test for Social Security income (Burtless and Moffitt, 1984; Friedberg, 2000; Gelber et al., 2015) and the Saver’s Credit notch (Ramnath, 2013). Elsewhere, bunching has been studied at discontinuities in tax schedules in Denmark (Le Maire and Schjerning, 2013), Sweden (Bastani and Selin, 2014), Pakistan (Kleven and Waseem, 2013), Ireland (Hargarden, 2015), and the United Kingdom (Devereux et al., 2014). Kleven (2016) discusses this research as well as applications of the bunching approach outside of the tax literature.

Our bunching measures use detailed administrative data drawn from the universe of federal income tax returns in the United States from 1996 to 2014. With over 500 million observations in total, most of our estimators— including those for narrowly defined household types in a given year— use tens or hundreds of thousands of observations, resulting in smooth distributions over the intervals surrounding kinks. These data cover approximately 200 times as many taxpayers as the public use files, allowing us to study heterogeneity in responses across household types and across kinks. We study all statutory kinks in the federal tax schedule as well as several effective kinks created by the EITC, Child Tax Credit (CTC), Making Work Pay Tax Credit, American Opportunity Tax Credit, and phase-outs of itemized deductions and personal exemptions.²

We make six contributions to the modern public finance literature estimating income responses to tax rate changes. First, we measure annual variation in responses to taxation over a nineteen-year period that includes two tax reforms and several business cycle fluctuations, including the Great Recession. Second, we derive the

---

²We also examine notches related to federal disability insurance and Medicaid, as well as a few high-income kinks in state tax schedules and a kink related to the Supplemental Nutritional Assistance Program. We find no response at any of these discontinuities in marginal incentives. See Section 1.2 and Appendix B for further details.
bunching estimator of Saez (2010) without imposing a functional form on utility. Third, we employ an estimation technique that fits more closely with the theory of discrete kinks and show how our technique compares with those of Saez (2010) and Chetty et al. (2011). Fourth, we provide new evidence of bunching behavior, documenting the emergence of bunching at five kinks where taxpayers were previously unresponsive, including bunching among wage earners. Fifth, we track taxpayers over time, and find individuals locate near kinks in consecutive years at higher rates than individuals in comparable sections of the income distribution. Finally, we show that taxpayers gravitate towards the point of the schedule that maximizes tax credits net of taxes owed, even as this point changes from one kink to another due to small changes in the tax code over time.

Our primary finding is the rapid rise of new bunching patterns at two low-income kinks. Statistically significant and economically meaningful bunching emerges in the mid 2000s at the second EITC kink and the beginning of the refundability plateau of the CTC. The second EITC kink marks the beginning of the credit’s phaseout region and increases effective marginal tax rates by as much as 21 percentage points. The beginning of the CTC refundability plateau marks the point at which the credit becomes fully refundable and increases effective marginal tax rates by 15 percentage points. Like the first EITC kink – another place we see strong bunching, confirming prior research – both of these kinks allow taxpayers to receive the maximum credit amounts, potentially elevating their salience.

We also find weak, but statistically significant bunching at four other kinks for many groups. Consistent with Saez (2010), we see bunching at the beginning of the federal income tax schedule, where tax rates increase by ten percentage points. In addition, we see responsiveness at the second and third kinks in the statutory schedule, where marginal rates increase by ten and three percentage points, respectively. Finally,
we find bunching at the kink that maximizes the Making Work Pay Tax Credit (MWPTC) – a small credit made available to low-income taxpayers in 2009 and 2010 that changes effective marginal tax rates by roughly six percentage points. All other kinks that we study do not generate statistically discernible bunching.

We estimate that in 1996 approximately 165,000 taxpayers bunched at the kinks we study. This is a subset of the total number of taxpayers reporting incomes at these kinks, as some taxpayers would remain there if there were no kink. By 2014, we estimate that roughly 1.1 million taxpayers were bunching. The growth in the bunching phenomenon highlights the changing nature of behavioral responses to taxation, and suggests taxpayers may have more knowledge of the tax code today than in the past. It also suggests that studies of taxpayer behavior based on tax reforms in the 1980s and 1990s may be weak proxies for contemporary responsiveness to marginal tax rates.

In both 1996 and 2014, about 80% of bunchers reported incomes at the first EITC kink, however, the fraction of total bunching that occurs at the first EITC kink is not constant over time. From 2010 to 2011, the first EITC kink saw its share of total bunchers fall from 73% to 60%; from 2012 to 2013, the share rose from 66% to 79%. We hypothesize that these dynamics are due to taxpayers gravitating towards the point in the schedule that maximizes tax credits net of taxes owed. For a given taxpayer, this unique point in the schedule minimizes overall liability, which typically means the taxpayer receives a large refund. For many self-employed taxpayers, this point changed locations in 2011 with the onset of the payroll tax holiday, moving from the first EITC kink to either the second EITC kink or the CTC refundability kink. In 2013, when the holiday had ended, the first EITC kink once again marked the point in the schedule that maximized credits net of taxes owed.
Single, self-employed taxpayers with two children provide clear evidence of this phenomenon. During 2004 to 2008, these taxpayers bunch at the second EITC kink, which maximizes the EITC and earns them a fraction of the CTC, maximizing their overall credits net of taxes owed. During this period, these taxpayers ignore the nearby CTC refundability plateau, which would earn them the full CTC but would reduce their EITC and would increase other taxes owed. During 2009 and 2010, the second EITC kink and the CTC refundability plateau are located at essentially the same place, and the group continues to bunch there. During 2011 to 2014, however, the CTC refundability plateau becomes the point in the schedule that maximizes tax credits net of taxes owed, as the CTC refundability plateau moves below the second EITC kink. By targeting the CTC refundability plateau in those years, taxpayers could earn the maximum EITC and the maximum CTC. Taxpayers could also maximize both credits if they continued to bunch at the second EITC kink, but this would increase their self-employment tax. Taxpayers evidently recognize this, as they shift to bunch at the CTC refundability plateau, ignoring the second EITC kink where they previously bunched.

The key statistic that stands out describing the bunching population is their tendency to report self-employment income. According to the Internal Revenue Service, in 2013 thirteen percent of tax returns reported self-employment income. Among bunchers in our sample in that year, approximately 86% report self-employment income. This also represents the overall figure for the proportion of bunchers reporting self-employment income across all years of our sample. It is unclear whether self-employed bunching responses are distortions of real economic behavior or reporting phenomena. The self-employed are known to exhibit higher rates of noncompliance (Slemrod, 2007), but they also have more flexibility over their work schedule and
may be altering labor hours to bunch. In addition, self-employed taxpayers may make strategic decisions regarding deductible business expenses to locate near kinks.

Wage earners, in contrast, are not allowed any deductions when calculating qualifying income for the EITC and CTC, where most wage earner bunching occurs. Further, wage income is reported by third parties and exhibits substantially less noncompliance than self-employment income (Slemrod, 2007). Thus, the wage earner bunching we see represents prima facie evidence of distortions in real economic behavior. However, the wage earner bunching we observe only occurs in taxpayer reported wages. When we match taxpayers with employer reported W-2s, wage income bunching disappears. We caution that this need not reflect noncompliance, as not all wage and salary income is reported on Form W-2. Taxpayers may have unreported tip income, or small amounts of income below the W-2 filing threshold, that allows them to bunch through legal means. In addition, our data are pre-audit: we only observe what taxpayers report. We cannot say whether the tax credits these taxpayers claim are ever paid out, nor whether they are recovered by the Internal Revenue Service in the event they were paid out but later deemed inaccurate.

1.2 Data and Institutional Background

Our analysis of taxpayer bunching uses data drawn from the Internal Revenue Service’s Compliance Data Warehouse (CDW). The CDW contains the universe of tax returns (e.g. Form 1040 and its schedules) and information returns (e.g. Form W-2) of individuals in the United States. Each observation in our data is a tax unit that filed a tax return for a given year. This could be an individual or a married couple filing jointly. Most of the data consist of fields on the tax return and its schedules. These include ordinary and capital gains income, as well as deductions, credits, and
taxes paid. All data are pre-audit and therefore reflect what taxpayers report when filing. Certain demographic information is also found on tax returns, such as marital status, number of children, years of birth of those in the tax unit, and address of residence. We also make use of wage and industry information from the Form W-2 as well as information on date of birth and sex at the time of birth from the Social Security Administration’s Data Master File.

The main set of data is a sample from the CDW consisting of all tax returns in the seven states with no state income taxes: Alaska, Florida, Nevada, South Dakota, Texas, Washington, and Wyoming. We choose this subsample for two reasons. First, the combined population of these states accounts for roughly 20% of the U.S. population and is sufficiently large to identify heterogeneous responses in narrow sub-populations. Second, and most important, state income tax regimes interfere with our analysis by creating new kinks and amplifying existing federal kinks. When state kinks are near the federal kinks we study, they may affect the distribution of income we observe, confounding the identification of responses to federal kinks. When state kinks amplify federal kinks, as in the case of state-level EITCs, ignoring state-specific taxes and subsidies biases upwards potential elasticity estimates.

The second set of data is a ten percent random sample representative of the U.S. filing population with primary filers – those individuals listed first on a tax return – between the ages of 25 and 64 (inclusive). These data contain a randomly generated nine-digit identification number (ID) and we draw the sample based on the last three digits of that number. The panel is unbalanced: tax units whose primary filer has a qualifying ID ending enter the sample by turning age 25. Individuals exit the sample when they are no longer the primary filer listed on a tax return, turn age 65, or die. The panel remains representative of the filing population in any given year as a result of these entrances and exits.
In addition, we draw several other samples for specific kinks. One is a sample from the CDW consisting of all tax returns in the neighborhood of high-income statutory kinks and kinks created by phaseouts of personal exemptions and itemized deductions. Another is a sample of all tax returns that claim the American Opportunity Tax Credit near the beginning of the phase-out of the credit. The mass from the seven states listed above is insufficient to analyze these kinks. Yet another is a sample from the CDW consisting of all tax returns from 2003 to 2014 in California, Connecticut, and New Jersey in the neighborhood of each state’s largest kink.

1.2.1 Federal Tax Code

Despite its well-deserved reputation for complexity, the U.S. federal income tax code has a straightforward statutory schedule.\textsuperscript{3} In 1996, the first year in our sample, the schedule for ordinary income had five tax brackets whose marginal tax rates are detailed in Table 1.1.\textsuperscript{4} This schedule remained stable on an inflation-adjusted basis until the Bush Tax Cuts of 2001-2003, which added a 10\% bracket at the beginning of the schedule and generally lowered rates.\textsuperscript{5} The Bush tax rates remained in place until the American Taxpayer Relief Act of 2012, which reinstated a top bracket of 39.6\%.

\textsuperscript{3}The complexity comes from the many rules that govern the definition of taxable income, which is total income less deductions and exemptions, as well as the long list of tax credits available to certain taxpayers.

\textsuperscript{4}The actual implementation of Table 1.1’s marginal tax rates involves a large number of $50 micro-brackets, with discrete changes in tax liability only at the beginning of each bracket. Hence, the effective tax rate on marginal income is actually zero for most taxpayers for small enough marginal income increments. Like most other researchers, we ignore this, sticking with the simpler approximation of the tax code given by the table. This is valid if taxpayers’ marginal decisions involve dollar increments larger than $50.

\textsuperscript{5}Following convention, we refer to the Economic Growth and Tax Relief Reconciliation Act of 2001 and the subsequent Jobs and Growth Tax Relief Reconciliation Act of 2003 collectively as the “Bush Tax Cuts.”
The kink points separating the federal tax brackets vary by year and filing status. To keep terminology uniform, throughout the chapter we take the “first” kink to be the divider between the first and second brackets according to the post-Bush Tax Cuts schedule. Similarly, we take the “second” kink to be the divider between the second and third brackets, and so on. Thus, in our terminology, the first kink did not exist in 1996-2001 and the sixth kink did not exist in our sample until 2013. The “zeroth” kink marks the beginning of the schedule in all years.

Unlike the EITC and CTC schedules detailed below, the statutory income tax schedule is progressive. All kinks see marginal tax rates increase and are therefore convex. Most of these kinks create small changes in the net-of-tax rate. In the presence of significant optimization frictions, we might not expect bunching at those kinks. Two of the kinks, however, create absolute changes in tax rates of 10 percentage points or more: the zeroth and second statutory kinks. All else equal, we expect to observe stronger responsiveness at these kinks. Estimating bunching at the zeroth kink requires care, however, as it also represents the filing threshold for most tax units. That is, most individuals with taxable income below this kink are not required to file federal income tax returns, potentially creating a censoring problem. We avoid this issue by only examining self-employed taxpayers, as their filing threshold is $400 of self-employment income during our sample period. We further limit this sample to those taxpayers with no dependents to abstract away from refundable tax credits related to children.

1.2.2 Earned Income Tax Credit

The EITC is one of the largest poverty alleviation policies (and tax expenditures) in the United States, with some 28.8 million low-income tax units receiving $68 billion
dollars in 2013.\textsuperscript{6} These figures have grown since 1996, when roughly 19.5 million tax units received $28.8 billion.\textsuperscript{7} All low-income taxpayers between the ages of 25 and 64 are eligible, and the age restriction only applies to taxpayers with no qualifying children. The credit’s schedule varies based on filing status (single or married), number of qualifying children, and tax year. Childless households may qualify for a small credit (a maximum of $496 in 2014), but the EITC is substantially more generous for households with children. For example, a taxpayer with three qualifying children in 2014 could potentially receive a credit of $6,143.

The term “earned” in the credit’s title refers to the definition of income to which the credit applies: labor and self-employment income. As earned income increases from zero, all households face a phase-in region, a plateau, and a phase-out region. In the phase-in region, additional earned income is subsidized at rates between 7.65\% and 45\% depending on the number of qualifying dependents in the household. In the plateau region, the taxpayer receives the maximum credit amount. Each additional dollar of qualifying income does not affect the credit amount. In the phase-out region, the subsidy is removed at rates between 7.65\% and 21.06\%, again depending on the number of qualifying dependents. The phase-out increases effective tax rates in this region, potentially discouraging reported earned income.\textsuperscript{8}

We expect individuals to bunch around the first and second kinks, marking the beginning and end of the plateau region. Because it is non-convex, the kink at the

\textsuperscript{6}See Eissa and Hoynes (2011) and Nichols and Rothstein (2015) for detailed discussions of the EITC.

\textsuperscript{7}These figures are taken from the Statistic of Income’s “Tax Stats” website, specifically the section on the EITC here: http://www.irs.gov/Individuals/Earned-Income-Tax-Credit-Statistics.

\textsuperscript{8}Phaseout of the EITC occurs using the greater of earned income and adjusted gross income (AGI). In our empirical analysis we ignore this issue, assuming all taxpayers have weakly greater earned income than AGI. Our measures, therefore, likely understate responsiveness at the second EITC kink.
end of the phase-out region should induce an absence of mass. Previous studies have not identified responses at non-convex kinks, but for many taxpayers this kink creates the largest percentage change in the net-of-tax rate. Thus, if we see a response to any non-convex kinks, we expect it here.

1.2.3 Child Tax Credit

The Child Tax Credit (CTC) is available to taxpayers on a per child basis, but phases out for those above certain income thresholds. As with the EITC, the CTC phases in as a function of earned income. The credit amount and refundability parameters have varied since the credit’s introduction in 1997. Initially the CTC was $400 per qualifying child. In 1999 it increased to $500; in 2001 and 2002 the credit was $600; and in 2003 the credit increased to its present value of $1,000 per qualifying child.

The credit creates two convex and two non-convex kinks. The first non-convex kink is the refundability threshold, which was introduced in 2001. At this threshold the portion of the credit exceeding the taxpayer’s liability can be claimed by the individual, but only at a rate of 10% or 15% of earned income exceeding the threshold, depending on the year. This has no effect on households whose tax liability exceeds the credit amount. For the remaining households, however, the kink effectively decreases marginal tax rates by 10% or 15%. The threshold was $10,000 from 2001 to 2007 (indexed to inflation beginning in 2002), reduced in 2008 to $8,500, and reduced again in 2009 to $3,000 (no longer indexed to inflation). The refundability rate was 10% from 2001 to 2003 and 15% after.

The first convex kink occurs at the point where the CTC has been fully refunded. After this point the credit is fully maximized, creating a plateau region. The kink

---

9Technically it is the Additional Child Tax Credit – the refundable portion of the CTC – that phases in. See Crandall-Hollick (2013) for a detailed description of the credit and its legislative history.
at the beginning of the refundability plateau is comparable to the first EITC kink, where the credit is maximized and creates a plateau. As other research has found bunching at the first EITC kink, the beginning of the CTC refundability plateau is perhaps the most likely place to find a bunching response to the CTC.

The second convex kink is at the end of the credit’s plateau and the beginning of the phase-out region, which is $75,000 for singles and $110,000 for married filing jointly (neither are indexed to inflation). The credit is reduced by $50 for every $1,000 in additional modified adjusted gross income (MAGI), effectively increasing marginal tax rates by five percentage points. The end of the phase-out region – where the credit amount is completely eliminated – marks the second non-convex kink. At this point the taxpayer’s marginal tax rate decreases ceteris paribus. In a frictionless world, we would expect an absence of mass at this point. However, given that marginal tax rates change by only five percentage points, we do not expect to find responsiveness at either the beginning or end of the CTC phaseout region.

1.2.4 Making Work Pay Tax Credit

The Making Work Pay Tax Credit was a refundable tax credit available to low-income and middle-income workers in 2009 and 2010. The credit was administered through a reduction in withholdings on Form W-2, and as a result many low-income individuals received the credit even without filing a tax return. The credit effectively reduced the tax rate on earned income by 6.2% up to $6,451 of earned income for singles and $12,903 of earned income for married couples filing jointly. The maximum credit amounts were $400 and $800 for singles and married couples, respectively. The credit began to phase-out at a rate of roughly 2% at $150,000 of MAGI for married couples filing jointly and $75,000 for all others, and was fully exhausted at $190,000 and $95,000, respectively.
The end of the phase-in region, beginning of the phase-out region, and end of the phase-out region all created kinks. However, we only expect responsiveness at the first kink, for two reasons. First, it is a relatively large, convex kink: 6.2 percentage points for all returns. Second, it maximizes a refundable tax credit and was a salient component of the American Recovery and Reinvestment Act of 2009. The other kinks are relatively small, and the incentives they create are easily overwhelmed by moderate optimization frictions.

1.3 Bunching Analysis

We now turn to documenting bunching patterns at the kinks described in the previous sections. Figure 1.1 shows the location of the kinks we study for a single filer with two children in 2014. The horizontal axis is taxable income (comprised entirely of wage income), and the vertical axis is the marginal tax rate (ignoring state taxes). Kinks with increasing marginal tax rates are convex, while those with decreasing marginal tax rates are non-convex. The size of each kink is given in Table 1.2, where size is measured by the percentage change of the marginal net-of-tax rate (one minus the marginal tax rate). The five largest kinks occur at gross incomes below $50,000, reflecting the strong distortions of the EITC and CTC. There are, however, some sizable kinks at high incomes as well. The sixth largest kink is the second statutory kink, occurring at $71,250, where statutory rates rise from 15% to 25%. In addition, there are moderately-sized kinks at $75,000 and $113,700, at the beginning of the CTC phase-out and the threshold for FICA taxes, respectively.

---

10 The sizes and locations of the kinks are different for taxpayers with different filing status, household size, or self-employment status. Also, many kinks do not exist for tax units without dependents.

11 We measure kink size in this way because the percentage change in the marginal net-of-tax rate corresponds to the denominator in the conventional definition of the elasticity of taxable income.
In general, if taxpayers are sensitive to marginal tax rates and optimization frictions are small, all convex kinks will generate bunching (Saez, 2010). However, at most kinks there is no evidence of responsiveness in any of the years of our sample. This includes the largest kink in Figure 1.1, the non-convex kink at the end of the EITC phase-out region (the seventh kink in the schedule). Standard theory predicts a dip in the distribution of income near a non-convex kink. We do not observe this in the data, even for groups that are highly sensitive to other kinks.

We also see no response at most statutory kinks, including all high-income kinks. In addition to exploring federal high-income kinks, we analyze the largest high-income kinks created by state tax regimes, which occur in California, Connecticut, and New Jersey. These state kinks are small (less than three percentage point changes), but occur at income levels greatly exceeding any federal kink (up to $2 million). We find no evidence of bunching at any of these kinks during any of the years in our sample period. All of the bunching patterns we observe occur at incomes below $75,000, and the strongest patterns occur at kinks below $25,000.\textsuperscript{12}

Our broad finding of zero responsiveness implies that taxable income is insensitive to marginal tax rates in the neighborhood of most kinks. This could be driven by several mutually compatible causes. First, gathering information about the tax schedule is costly and taxpayers may have imperfect knowledge of their local tax schedule, consistent with Chetty and Saez (2013). Second, taxpayers may not base their decisions on marginal incentives, as in Ito (2014). Third, taxpayers may know their local schedule and want to respond to marginal incentives, but may be constrained by optimization frictions such as adjustment costs or lumpy earnings opportunities. This explanation

\textsuperscript{12}In addition, in Appendix B we test for bunching at income eligibility thresholds for various transfer programs, including Medicaid, SNAP, and disability benefits. We find none, though annual tax return data – as opposed to data with finer temporal variation – are not well suited to analyze these programs, whose eligibility criteria are primarily monthly.
is consistent with Gelber et al. (2015), but is less convincing when deduction opportunities are present (e.g. at statutory kinks). Deductions, such as charitable giving, allow taxpayers to precisely manipulate their taxable income at the end of the year, after gross income is observed. Fourth, marginal tax rates are functions of annual income and deductions. Individuals respond to marginal tax rates throughout the year based on expectations of income and deduction activity. If income is sufficiently volatile or expectations are sufficiently imprecise, taxpayers may fail to respond to kink points. This problem is potentially compounded by the presence of multiple income earners and income types.

When kinks are small, the hypothesis that taxpayers ignore marginal incentives is particularly appealing. Chetty (2012) shows that ignoring many of the kinks in the tax schedule leads to utility losses of less than 1% compared to a utility-maximizing choice. In light of this, the lack of responsiveness at most middle-income and all high-income kinks is unsurprising.

Taxpayers are not universally unresponsive, however. We observe bunching at several low- and middle-income kinks. Similar to patterns documented in Saez (2010) and Chetty et al. (2013), we find sharp bunching at the first EITC kink in all years of our sample. This is where the strongest bunching occurs. We also document bunching at the zeroth statutory federal kink, consistent with Saez (2010). In addition, we provide new evidence of bunching at the second EITC kink, CTC refundability plateau kink, MWPTC kink, and the second and third statutory kinks. Responsiveness at the two EITC kinks, the CTC kink, and the second statutory kink are displayed in Figure 1.2 for selected years and household types. We explore these patterns in detail in the following sections.
1.3.1 Estimation Technique

When measuring bunching, the key issue is how taxpayers would behave in the absence of a kink. In particular, we must specify an alternative local tax schedule as well as the local distribution of income under the alternative tax schedule. We estimate this counterfactual behavior separately for two scenarios, corresponding to the two marginal tax rates (MTRs) that hold above and below the kink. We refer to the MTR that applies below the kink as $t_0$, and the MTR that applies above it as $t_1$. First, for those bunchers located below (left of) the kink, we estimate their behavior under a locally constant MTR equal to $t_0$. In other words, we assume their MTR continues unchanged throughout the kink region. Second, for those bunchers located above (right of) the kink, we estimate their behavior under a locally constant MTR equal to $t_1$, assuming their MTR also held below the kink.

In estimating these counterfactual scenarios separately, we break from the bunching analysis developed by Chetty et al. (2011). To our knowledge, all extant research that reports bunching coefficients uses their style of estimating one counterfactual distribution for bunchers on both sides of the kink. Though not always made explicit, the underlying assumption for their counterfactual tax schedule is a constant MTR equal to $t_0$, as their estimation equation is derived by taking the limit as $t_1$ converges to $t_0$. We estimate the two scenarios separately to better link with the theory of discrete kinks.\footnote{An additional concern with the approach of Chetty et al. is that it uses the existing income distribution above the kink (i.e. under MTR $t_1$) to inform the counterfactual distribution under MTR $t_0$. Saez (2010) shows these distributions are generally not equal, nor are they directly proportional. Thus, it is unclear what, if any, information the actual distribution above the kink offers when estimating the counterfactual distribution under MTR $t_0$.}

We compare our methods with those of Chetty et al. (2011) and Saez (2010) in Appendix A. In general, our methods produce bunching
coefficients (and elasticities) smaller than Saez’s and larger than those of Chetty et al.

For each counterfactual scenario, we estimate the income distribution using observed data near the kink but not so close as to be affected by bunching behavior. Specifically, we group households into bins and estimate distinct linear projections on both sides of the kink. For the counterfactual scenario where the MTR is \( t_0 \), we use bins \(-R, \ldots, -1, 0\), where bin 0 contains the kink. For the counterfactual scenario where the MTR is \( t_1 \), we use bins \( 0, 1, \ldots, R \). We call the union of these sets of bins the “bunching region.”

For the counterfactual scenario where the MTR is \( t_0 \), we estimate the following equation by ordinary least squares:

\[
y_j = \alpha^0 + \beta^0 z_j + \sum_{k=-W}^{0} \gamma_k^0 \cdot 1[j = k] + \varepsilon_j^0,
\]

where \( y_j \) denotes the number of taxpayers in bin \( j \), \( z_j \) denotes the income level of bin \( j \), \( W \) denotes the number of bins in the bunching window near the kink, and \( \varepsilon_j^0 \) denotes the residual.\(^{14}\) Parameters \( \gamma_k^0 \) capture the number of taxpayers in the bunching window unexplained by the linear prediction \( (\alpha^0 + \beta^0 z_k) \). In other words, \( \gamma_k^0 \) measures the amount of excess mass in bin \( k \) relative to the counterfactual expectation.

For the counterfactual scenario where the MTR is \( t_1 \), we estimate a similar equation:

\[
y_j = \alpha^1 + \beta^1 z_j + \sum_{k=0}^{W} \gamma_k^1 \cdot 1[j = k] + \varepsilon_j^1.
\]

\(^{14}\)We tried including higher-order polynomial terms of \( z_j \), but this would often over-fit the data, producing unrealistic counterfactual projections inside the bunching window.
Our default parameter values, which we select by visual inspection, are a bin-width of $100 (\delta = 100), a bunching region of 71 bins (R = 35), and a bunching window of 21 bins (W = 10). Our default counterfactuals are therefore derived from the actual distribution of income between $1,000 and $3,500 away from each kink. Letting circumflexes denote estimated coefficients, we calculate the total number of bunchers as $\hat{B} = \sum_{k=-W}^{-1} \hat{\gamma}_i^0 + \sum_{k=1}^W \hat{\gamma}_i^1 + (1/2)(\hat{\gamma}_0^0 + \hat{\gamma}_0^1)$. Figure 1.3 graphically depicts this estimation technique for married filers near the second statutory kink in 2002. The estimated number of bunchers is simply the difference between the observed and counterfactual distributions of income inside the bunching window.

In a few instances, two kinks are too close together to perform the analysis as described. Suppose we wish to analyze kink $K$, but kink $L$ lies somewhere inside $K$’s bunching region. If taxpayers bunch at $L$, this can lead to unreasonable estimates for the counterfactual distributions needed for $K$’s analysis. For this reason we do not report bunching coefficients for kink $K$ whenever (i) taxpayers bunch at some kink $L$, and (ii) the distance between kinks $K$ and $L$ is between $1,000 and $2,000. When the distance between the kinks is less than $1,000, so that kink $L$ lies within kink $K$’s bunching window, the problem is not the estimates for $K$’s counterfactual distributions. Instead, the difficulty is that it is hard to tell which kink bunchers are responding to. In this case, we estimate the total number of bunchers in the usual way, except we divide them into two groups. If kink $K$ sees marginal tax rates change by $\Delta t_K$, and kink $L$ sees marginal tax rates change by $\Delta t_L$, then we assign fraction $\Delta t_K / (\Delta t_K + \Delta t_L)$ to $K$, and one minus this fraction to $L$.

Regardless of whether other kinks are nearby, the total number of bunchers is a flawed metric for taxpayer responsiveness. All else equal, the number of bunchers will be larger when analyzing kinks affecting a larger mass of taxpayers. Hence, we report a

---

\[15\] We show that our results are robust to parameter choice in Appendix A.
unitless bunching coefficient \( \hat{b} \) equal to \( \hat{B} \) (or the fraction thereof assigned to the kink being analyzed) divided by the average number of non-bunchers in $100 bins inside the bunching window. In other words, letting \( P_k \) denote the observed population in bin \( k \), we define

\[
\hat{b} \equiv \hat{B} / \left[ \frac{\sum_{k=-W}^{W} P_k - \hat{B}}{2W + 1} \cdot \frac{\$100}{\delta} \right].
\]

We use a bootstrap procedure to obtain standard errors for \( \hat{B} \) and \( \hat{b} \) by adding randomly sampled estimated residuals (from the original regressions) to the predicted values of the original regressions, repeatedly estimating \( \hat{B} \) and \( \hat{b} \) from the new, simulated data.\(^{16}\)

### 1.3.2 Bunching Estimation Results

Though all taxpayers face incentives to bunch at the convex kinks of Figure 1.2, some taxpayers are more responsive to these incentives than others. To compare bunching patterns across groups, Table 1.3 presents estimated bunching coefficients at four kinks where we find a response, using our most recent five years of data. In general, the first EITC kink elicits the largest response. It sees the largest bunching coefficient, 21.85, corresponding to single, self-employed individuals. The bunching coefficient indicates the mass of bunchers is approximately 22 times the average number of non-bunchers in $100 bins inside the bunching window. This implies 51% of single, self-employed taxpayers in the bunching window (i.e. within $1,000 of the kink) are

\(^{16}\)We thank Raj Chetty, John Friedman, Tore Olsen, and Luigi Pistaferri for public provision of a Stata program designed specifically to implement their estimation technique. Our code builds directly on theirs, and we plan to make our code publicly available in the near future.
there because of the changing marginal incentives at the kink.\textsuperscript{17} According to the theory developed by Saez (2010), these taxpayers desire income greater than the kink when facing the low tax rate, and income less than the kink when facing the high tax rate.\textsuperscript{18}

Contrasting with prior research, we observe wage earners (i.e. those without self-employment income) bunching at many kinks in recent years. Single wage earners, in particular, exhibit statistically significant bunching coefficients at the first EITC kink, second EITC kink, CTC refundability plateau, and second statutory kink beginning in the early to mid-2000s. Married-filing-separately wage earners bunch at the third statutory kink, but married-filing-jointly wage earners do not exhibit statistically significant bunching at any kink in any year. However, as shown in Table 1.3, the magnitude of responses by wage earners is much smaller than those with self-employment income. All of the statistically significant bunching coefficients for the self-employed are larger than those of their wage-earning counterparts in 2010-2014, and most of these differences are themselves statistically significant.

It is unclear, though, whether the greater responsiveness of the self-employed can be attributed to greater real labor responses or higher rates of tax evasion. One the one hand, manipulating earned income is inherently easier when one is both the employer and employee, so the self-employed likely exhibit larger real labor responses. Moreover, self-employment income is easily adjusted at the end of the tax year by incurring business expenses. On the other hand, unlike wage income, self-employment income is

\textsuperscript{17}To see this, let $X$ denote the average number of non-bunchers in $100$ bins inside the bunching window. Then $\hat{B} = \hat{b} \cdot X$, and the fraction of bunchers among the population within $1,000$ of the kink is $\hat{b} \cdot X/(21X + \hat{b} \cdot X) = \hat{b}/(21 + \hat{b}) \approx 0.51$ for $\hat{b} = 21.85$.

\textsuperscript{18}Other groups and other kinks exhibit smaller, statistically insignificant bunching coefficients that are occasionally negative. Negative numbers imply the kink causes less mass to locate near the kink. This is plausible only if the ETI is negative, which has little empirical support. As none of the negative coefficients are statistically distinguishable from zero, we interpret them as evidence that taxpayers are not responding to the kink.
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income is not subject to third-party reporting and is therefore easier to hide from
tax authorities (or inflate when income is subsidized). Thus, the self-employed likely
exhibit larger tax evasion responses as well.

Because wage earnings are reported by third parties, they are thought to be more
reliable indicators of real economic activity (Slemrod, 2007). Further, because EITC
kinks are determined by gross income, adjustments or itemized deductions are irrele-
vant. Thus, at first glance, our results seem to indicate wage-earner bunching is gener-
ated by real labor supply (or demand) responses. However, in Section 1.4.1 we show
that bunching in taxpayer-reported wages does not manifest in employer-reported
wages.

In addition to the four kinks of Table 1.3, we document weak, but statistically
significant bunching at the zeroth and third kinks in the statutory schedule.\textsuperscript{19} The
former coincides with the filing threshold for wage earners, and therefore suffers from
censoring in the data. In addition, taxpayers with children do not see a change in
marginal incentives at this kink because the non-refundable portion of the Child Tax
Credit immediately eliminates their liability. Thus, we can cleanly measure bunching
here only for childless, self-employed taxpayers. The bunching coefficients we observe
are more stable over time for married taxpayers than singles, but both groups produce
small (0.2 to 0.9), statistically significant bunching in roughly half of the years in the
sample.

\textsuperscript{19}We primarily observe bunching through earned income, as opposed to adjusted gross
income or taxable income. The amount of information needed to calculate adjusted gross
income (total income net of adjustments) and taxable income (adjusted gross income net of
deductions) is larger than that needed to calculate earned income. For this reason, annual
taxable income forecasts necessary to bunch at statutory kinks are strictly noisier than anal-
ogous earned income forecasts necessary to bunch at EITC kinks or the CTC refundability
plateau.
At the third statutory kink we face no inherent sample restrictions, yet we find statistically significant bunching only for married taxpayers who file separately from their spouse. Other groups, including married couples filing jointly, fail to respond during any years of our sample. At this kink and all kinks above it, we analyze the universe of tax returns because the mass in the seven states comprising our main sample is insufficient to distinguish bunching from noise. Among married taxpayers who file separately, we find stronger responsiveness among wage earners than the self-employed. The former bunch in most years of our sample and see bunching coefficients up to 1.33 (with a standard error of 0.22), while the latter bunch in only a handful of years.

Finally, we see responsiveness to the temporary Making Work Pay Tax Credit by married, self-employed taxpayers with two or more children. In 2009 and 2010, this credit created a convex kink of roughly six percentage points at the end of its phase-in. When fully phased in, the credit delivered $800 to married taxpayers filing jointly. Unfortunately, given its proximity to the first EITC kink for the responsive households, our bunching and elasticity estimates require assumptions about which bunchers near the kink are assigned to the EITC and MWPTC kinks. Nonetheless, Figure 1.4 clearly shows separate responses to each kink, indicating some taxpayers were responding specifically to the MWPTC.

**Evolution of bunching patterns**

One of the most striking features of the bunching patterns we observe is their evolution over time. In 1996, substantial bunching occurs only at the first EITC kink and only for those with self-employment income. Bunching coefficients in that year do not exceed six. By 2014, there is substantial bunching at several kinks, including wage-
earner bunching, and bunching coefficients at the first EITC kink reach as high as 33.9 (corresponding to single, self-employed taxpayers with one child).

Figure 1.5 displays this temporal variation. Several findings emerge from studying the figure. First, bunching coefficients are generally increasing over time. Second, in the aggregate, substantial wage-earner bunching (with coefficients exceeding unity) is nonexistent until emerging in 2010 at the first EITC kink. This is why we find wage-earner bunching where Saez (2010) and Chetty et al. (2013) found none, as their samples end in 2004 and 2009, respectively. Third, bunching by the self-employed in response to the CTC emerges in 2009, and the CTC’s coefficients for singles rise rapidly to levels previously achieved only at the first EITC kink. This is especially noteworthy given that the CTC kink changes effective marginal tax rates by 15 percentage points, whereas the first EITC kink sees effective marginal tax rates rise by up to 45 percentage points.

Though responsiveness is generally increasing, in a few instances bunching coefficients fall quite dramatically. For example, the second EITC kink sees a drop in bunching following a peak in 2011. The CTC refundability plateau also sees bunching coefficients fall in recent years. In addition, the first EITC kink sees less bunching by all groups in 2008 at the onset of the Great Recession. An intriguing hypothesis is that economic downturns may influence taxpayers’ ability to bunch, which has been shown to occur in Ireland (Hargarden, 2015). Figure 1.6, which gives our estimates for the total number of bunchers at the kinks we study, is consistent with this hypothesis. In the aggregate, bunching rises in virtually every year of our sample, but it falls dramatically in 2008.
1.4 **Explanations for Bunching Variation**

We have documented substantial bunching at many large kinks and some small kinks in the effective marginal tax rate schedule. These responses indicate taxpayers have sophisticated knowledge of the tax code as well as the ability and willingness to precisely control their reported incomes. However, we have said little about what form responsiveness takes. There are four general avenues of response to labor income taxation: labor supply, labor demand, deductions, and tax evasion. In this section, we investigate these channels. In addition, we show that bunching responses are significantly more likely to occur at the point in the schedule that maximizes tax credits net of taxes owed.

1.4.1 **Wage-Earner Bunching: Tax Evasion or Real Response?**

It is difficult to disentangle the various mechanisms available for bunching when taxpayers are self-employed. As these taxpayers are both employer and employee, labor supply and demand responses are conflated. And because the tax schedule is defined with respect to net self-employment income, it is challenging to distinguish income responses from deduction responses. If a taxpayer reports $15,000 in income and $5,000 in expenses in order to bunch at a $10,000 kink, we cannot know whether she first chose income and then adjusted expenses to land near the kink, or vice versa. Further, because net self-employment income is not subject to third-party reporting, it is difficult to detect non-compliance responses without thorough audits.\(^\text{20}\)

We have more traction, however, with analysis of pure wage earners. For this group, the taxable-income definition at the kinks where we observe large responses

\(^{20}\)Audit data can help to identify evasion responses. In a tax audit experiment in Denmark, Kleven et al. (2011) find that around half of the bunching response of the self-employed is eliminated post-audit. We intend to explore this in the U.S. context in future research.
(created by the EITC and CTC) does not allow for deductions, immediately ruling out this channel. In addition, all employers that pay an employee more than more than $600 in a given year are required to file form W-2 with the IRS. Because of this third-party reporting, wage income is thought to be subject to significantly less non-compliance than self-employment income (Slemrod, 2007). Moreover, we can test for systematic mismatches between taxpayer-reported and employer-reported wage income.

Figure 1.7 displays the distributions of taxpayer- and employer-reported wage income for those taxpayers for which we observe W-2 wages. We highlight taxpayers with two children in 2014, although the patterns are broadly similar for singles with varying number of kids in other recent years. Looking first at the distributions for singles in panel (a), we see that above roughly $25,000 in income, the two distributions are virtually identical. This is consistent with prior research suggesting taxpayer-reported wages are highly reliable. However, below $25,000 a different picture emerges. There is a significant amount of extra mass in the distribution of taxpayer-reported wages in the EITC plateau region (between the two solid vertical bars). This extra mass exhibits sharp bunching precisely at the CTC refundability plateau (marked by the dashed bar); however, employer-reported wages show no indication of bunching at any kink. This rules out the possibility of a labor demand response to kinks, leaving labor supply and non-compliance as the possible channels.

The evidence is different for the married taxpayers of panel (b). There is no excess mass in the EITC plateau region, and no bunching in either taxpayer-reported or employer-reported wages. We do see more mass in taxpayer-reported wages at incomes above $25,000, but this is unlikely to be driven by taxpayer reporting behavior.

---

21 If any taxes are withheld, even employees earning less than $600 must have a W-2 filed. Household employees have a looser threshold: $1,900 in 2014.
Marginal tax rates are positive in this region, so taxpayers have no strategic reason to fabricate income in this region. A more plausible explanation is that we are unable to perfectly match primary filers’ Forms 1040 with secondary filers’ Forms W-2. In other words, for a number of dual-earner households we may be observing only one spouse’s W-2 wage income.

We caution, however, that a mismatch between taxpayer- and employer-reported earnings does not necessarily reflect non-compliance. Relative to the distribution of employer-reported income, the distribution of taxpayer-reported income has more mass in the EITC plateau region and less mass below $10,000. Thus, bunching among wage earners is driven primarily by taxpayers reporting more than their employer-reported wages. This is consistent with reporting requirements if taxpayers report tip income their employers failed to document on their W-2, or additional earnings below the W-2 filing threshold (generally $600, but $1,900 for household employees) from other employers. Thus, we cannot rule out a labor supply response that is concentrated among these income types. However, we also cannot rule out non-compliance in the form of fabricated earnings, under-reported additional income, or self-employment income mis-characterized as wage income.\textsuperscript{22}

1.4.2 Bunching to Maximize Credits Net of Taxes Owed

In Section 1.3.2, we demonstrated that bunching patterns are not constant over time. The bunching response at a given kink changes at both the extensive and intensive margins. For example, bunching at the CTC refundability plateau and the second EITC kink is nonexistent until emerging in the 2000s. Similarly, in many instances bunching coefficients rise at one kink at the same time another kink sees coefficients

\textsuperscript{22}Reporting self-employment income as wage income allows taxpayers to avoid paying Social Security and Medicare taxes that mirror payroll taxes on wage income.
fall. We hypothesize this is due to taxpayers seeking the point in the schedule that maximizes tax credits net of taxes owed.

Fortunately, we can test this hypothesis, as different groups see different kinks mark the point in the schedule that maximizes tax credits net of taxes owed. Moreover, within the same groups this point sometimes changes from one year to another due to relatively small changes in the tax code. To see this, consider Figure 1.8, which displays income distributions for single, self-employed taxpayers with two children from 2010 to 2013. In all panels, the point in the schedule that maximizes tax credits net of taxes owed is marked by a solid vertical line. In 2010 this point is the first EITC kink for single, self-employed taxpayers with two children.

However, in 2011 the point that maximized tax credits net of taxes owed shifted to the point where CTC refundability is maximized. This happened for two reasons. First, the amount of income necessary for the CTC to be fully refundable is not indexed to inflation, while the EITC income amounts are indexed to inflation. In 2011, the CTC kink was located just before the second EITC kink, whereas in previous years it was located just after. Second, a temporary two percentage point reduction in employee payroll taxes was enacted in 2011 as part of the Tax Relief, Unemployment Insurance Reauthorization, and Job Creation Act of 2010.

Revealing their sophistication, taxpayers immediately respond. A large mass shifts from the first EITC kink to the beginning of the CTC refundability plateau. Bunching coefficients at the first EITC kink fall from 15.8 to 9.6, while at the CTC kink they rise from 2.1 to 4.8, and at the nearby second EITC kink they rise from 4.5 to 7.1.\footnote{Recall that when two kinks are this close, we assign the total mass to each kink in proportion to the size of the kink. See Section 1.3.1 for further detail.}

The distribution of income looks similar in 2012, as the CTC kink remains the point in the schedule that maximizes tax credits net of taxes owed. However, in 2013, the
payroll tax holiday ends and the first EITC kink reclaims its status as the point in the schedule that maximizes tax credits net of taxes owed. Once again, taxpayers immediately respond by shifting to the new optimum; bunching plummets at the CTC kink while it soars at the first EITC kink.

We see this behavior among married couples as well. Figure 1.9 displays income distributions for the married counterparts to Figure 1.8. They also see the point in the schedule that maximizes tax credits net of taxes owed shift from the first EITC kink to the CTC refundability plateau in 2011 and then back to the first EITC kink in 2013. Similar to their single counterparts, they respond immediately to each of these shifts.

We also observe sophisticated behavior tracking the point in the schedule that maximizes tax credits net of taxes owed among single wage earners (recall that married wage earners do not bunch). Figure 1.10 shows these patterns for single wage-earners with two children. In 2008, the second EITC kink is the point in the schedule that maximizes tax credits net of taxes owed for this group, and that is where the only significant bunching occurs. Then, from 2009 to 2011 the second EITC kink is in essentially the same location as the CTC refundability plateau, and taxpayers continue to bunch there. However, in 2012 the two kinks separate, as the second EITC kink increases due to inflation indexing, leaving behind the CTC kink as the new, unique point in the schedule that maximizes tax credits net of taxes owed. In 2013 and 2014 (not pictured), the kinks continue to separate, and in all three years bunching clusters sharply around with CTC kink, with taxpayers essentially ignoring the second EITC kink.
1.4.3 Learning to Bunch? Examining Bunching Persistence

In the previous section, we demonstrate that a portion of taxpayers respond in sophisticated ways to changes in the effective tax schedule over time. However, we know little about the composition of this group of taxpayers. In this section we explore the persistence of bunching by individuals at three kinks where we observe bunching: the first EITC kink, second EITC kink, and CTC refundability kink. We also separately examine the point in the tax code that maximizes credits net of taxes owed.

This analysis relies on tracking individuals over time. We use a ten percent random sample of tax returns with primary filers between the ages of 25 and 64 (inclusive). This panel, described in Section 1.2, is representative of the national filing population in a given year, but is unbalanced: individuals can enter or exit the panel for a variety of reasons. We limit our data to tax units with dependents, resulting in a sample of roughly 80 million observations from 1996 to 2014 (approximately 10 million tax units). The average age of a primary filer in our sample is 41, the average earned income is $75,340 in 2014 dollars, and 60 percent are married.

We measure persistence in proximity to kinks, examining taxpayers who report income within $500 (in 2014 dollars) of a given kink and who maintain the same filing status in consecutive years. The parameter of interest is the likelihood that these taxpayers will remain near the kink in the subsequent year. Of course, a certain percentage of individuals will remain in a given income range for reasons independent of behavioral responses to taxation. To get a sense of what percentage of measured persistence is driven by secular income dynamics, we estimate the probability that individuals persist in placebo bins that do not contain kinks.

We present two estimates of persistence probabilities in Table 1.4. The first probability estimate is the proportion of taxpayers that locate near a given kink in year
conditional on three characteristics: the taxpayer was located near the kink in year $t$, the taxpayer has the same filing status in years $t$ and $t + 1$, and the taxpayer is in our sample in both years (i.e. the taxpayer filed a tax return, had at least one dependent, and the was between ages 25 and 64). The second probability estimate is a simple extension of the first: what is the probability a taxpayer locates near a kink in year $t + 2$, conditional on locating near a given kink in $t$ and $t + 1$, maintaining a constant filing status in all three years, and remaining in the sample in all three years.

The persistence patterns of Table 1.4 exhibit three weakly consistent orderings. Singles persist more than married filers, the probability of persisting twice is higher than the probability of persisting once (often twice as large), and the magnitude of persistence probabilities decrease in the following order: the first EITC kink, the kink associated with the point that maximizes credits net tax owed (often the first EITC kink), the CTC refundability kink, and the second EITC kink. The comparison groups suggest the baseline rate of persistence is higher for singles than married filers. Low-income singles persist once at a rate of 11 percent, and persist twice at a rate of 8 percent. Low-income married filers persist at rates of only 3 percent and 2 percent, respectively.

Single filers near the first EITC kink exhibit the highest levels of persistence: 23 percent of those who locate near a given kink in $t$ are located near the same kink in $t + 1$, and 39 percent of those individuals are located near the same kink in $t + 2$. These are substantially larger than the rates in the comparison group. Importantly, the probability of persisting twice is much higher than the probability of persisting once, whereas the probability of persisting twice in the comparison group is lower than the probability of persisting once. This phenomena is consistent across all filing
types and kinks, though in some cases the probability of persisting once is similar in the group near the kink and the comparison group.

Our results are also strongly suggestive of individuals purposefully persisting near kinks over time, especially at the first EITC kink. As with other responses, it is unclear whether this behavior is a reporting phenomenon or the result of real economic responses to these kinks. Intertemporal responses could have consequences for welfare analyses of these credits to the extent such responses are real and distort patterns of income progression over the life cycle.

1.5 DISCUSSION

We have estimated the responsiveness of income to changes in marginal tax rates by measuring the degree to which taxpayers bunch at kink points in income tax schedules in the United States. Our exploration of federal and state statutory kinks, deduction and exemption phase-outs, Earned Income Tax Credit kinks, American Opportunity Tax Credit kinks, and Child Tax Credit kinks indicates most kinks do not generate statistically discernible bunching responses. In particular, all non-convex kinks fail to induce an observable response, nor do we see any responsiveness among high-income taxpayers at the federal or state income tax kinks we study.

However, we discover economically meaningful bunching at several large, convex kinks in the tax schedule, with statistically significant bunching occurring at a total of seven kinks. Consistent with Saez (2010) and Chetty et al. (2013), the first EITC kink elicits the strongest response. Bunching there occurs during all years of our sample, 1996 to 2014, and increases in intensity over the course of the sample.

We also find evidence of new bunching responses, most notably at the beginning of the CTC refundability plateau and the second EITC kink. Bunching there does not
occur at the beginning of our sample but emerges during the mid 2000s. In addition, we find small but visually compelling, statistically significant responses at the largest statutory kink, the beginning of the statutory schedule, the third statutory kink, and the temporary Making Work Pay Tax Credit kink.

At the beginning of our sample, only self-employed taxpayers bunch at kinks. By the end, wage earners bunch at several kinks. However, these patterns are limited to taxpayer-reported wage income. When examining employer-reported wage income, bunching patterns vanish. It is not clear whether this is the result of taxpayers reporting tips their employers failed to document or whether taxpayers are non-compliant.

There are several interesting intertemporal aspects of bunching. First, bunching is a multi-year phenomenon: taxpayers respond to kinks repeatedly, persisting at kinks more than otherwise-similar taxpayers persist at non-kink points of the income distribution. Second, bunching intensity is increasing over time. Third, the total number of bunchers has increased by an order of magnitude in recent decades.

Finally, we present a new explanation of why bunching occurs at some kinks and not others. A substantial fraction of taxpayers appear to target the point in the tax schedule that maximizes tax credits net of taxes owed. Large shifts in mass of bunchers over time across kinks are consistent with this behavior. To the extent this is the case, these individuals are not behaving according to the standard model which posits that larger kinks should induce greater bunching. Exploring the theoretical implications of such targeted behavior remains an interesting avenue for future research.
Table 1.1: Federal Ordinary Income Taxes: Statutory Marginal Tax Rates (%)

<table>
<thead>
<tr>
<th>Year(s)</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996-2000</td>
<td>—</td>
<td>15</td>
<td>28</td>
<td>31</td>
<td>36</td>
<td>39.6</td>
<td>—</td>
</tr>
<tr>
<td>2001</td>
<td>—</td>
<td>15</td>
<td>27.5</td>
<td>30.5</td>
<td>35.5</td>
<td>39.1</td>
<td>—</td>
</tr>
<tr>
<td>2002</td>
<td>10</td>
<td>15</td>
<td>27</td>
<td>30</td>
<td>35</td>
<td>38.6</td>
<td>—</td>
</tr>
<tr>
<td>2003-2012</td>
<td>10</td>
<td>15</td>
<td>25</td>
<td>28</td>
<td>33</td>
<td>35</td>
<td>—</td>
</tr>
<tr>
<td>2013-2014</td>
<td>10</td>
<td>15</td>
<td>25</td>
<td>28</td>
<td>33</td>
<td>35</td>
<td>39.6</td>
</tr>
</tbody>
</table>

The location of the kinks are adjusted for inflation annually. Taxpayers must update their knowledge of tax schedules annually in order to bunch. See Figure 1.1 for a graphical depiction of the schedule, including effective kinks created by income phase-outs associated with credits.
Table 1.2: Kinks Faced by a Single Parent with Two Children in 2014, Ranked by Size

<table>
<thead>
<tr>
<th>Kink</th>
<th>Gross Income</th>
<th>Percentage Point ΔNTR</th>
<th>Percent ΔNTR</th>
<th>Response for some group during our sample?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Third EITC kink</td>
<td>$47,756</td>
<td>+21.06</td>
<td>+37.41</td>
<td>No</td>
</tr>
<tr>
<td>First EITC kink</td>
<td>$13,650</td>
<td>−40.00</td>
<td>−27.15</td>
<td>Yes</td>
</tr>
<tr>
<td>Second EITC kink</td>
<td>$17,830</td>
<td>−21.06</td>
<td>−22.80</td>
<td>Yes</td>
</tr>
<tr>
<td>Zeroth statutory kink</td>
<td>$21,850</td>
<td>−10.00</td>
<td>−14.03</td>
<td>Yes</td>
</tr>
<tr>
<td>CTC refundability plateau</td>
<td>$16,333</td>
<td>−15.00</td>
<td>−13.97</td>
<td>Yes</td>
</tr>
<tr>
<td>Second statutory kink</td>
<td>$71,250</td>
<td>−10.00</td>
<td>−12.93</td>
<td>Yes</td>
</tr>
<tr>
<td>Beginning of CTC refundability</td>
<td>$3,000</td>
<td>+15.00</td>
<td>+11.33</td>
<td>No</td>
</tr>
<tr>
<td>Threshold for FICA taxes</td>
<td>$113,700</td>
<td>+06.20</td>
<td>+09.94</td>
<td>No</td>
</tr>
<tr>
<td>First statutory kink</td>
<td>$34,800</td>
<td>−05.00</td>
<td>−08.16</td>
<td>No</td>
</tr>
<tr>
<td>Beginning of CTC phase-out</td>
<td>$75,000</td>
<td>−05.00</td>
<td>−07.42</td>
<td>No</td>
</tr>
<tr>
<td>Sixth statutory kink</td>
<td>$454,050</td>
<td>−04.60</td>
<td>−07.34</td>
<td>No</td>
</tr>
<tr>
<td>End of CTC phase-out</td>
<td>$114,000</td>
<td>+05.00</td>
<td>+07.29</td>
<td>No</td>
</tr>
<tr>
<td>Fourth statutory kink</td>
<td>$228,450</td>
<td>−05.00</td>
<td>−07.18</td>
<td>No</td>
</tr>
<tr>
<td>Beginning of PEP and Pease</td>
<td>$257,800</td>
<td>−03.52</td>
<td>−05.45</td>
<td>No</td>
</tr>
<tr>
<td>End of PEP</td>
<td>$380,300</td>
<td>+02.53</td>
<td>+04.08</td>
<td>No</td>
</tr>
<tr>
<td>Third statutory kink</td>
<td>$149,400</td>
<td>−03.00</td>
<td>−04.08</td>
<td>No</td>
</tr>
<tr>
<td>Fifth statutory kink</td>
<td>$426,950</td>
<td>−02.00</td>
<td>−03.09</td>
<td>No</td>
</tr>
<tr>
<td>End of Pease</td>
<td>$287,800</td>
<td>+00.99</td>
<td>+01.62</td>
<td>No</td>
</tr>
<tr>
<td>Additional Medicare Tax threshold</td>
<td>$200,000</td>
<td>−00.90</td>
<td>−01.28</td>
<td>No</td>
</tr>
</tbody>
</table>

Kinks are ranked in descending size, measured by percent change in the net-of-tax rate. See the caption of Figure 1.1 for our assumptions.
<table>
<thead>
<tr>
<th>Household Type</th>
<th>1st EITC kink</th>
<th>2nd EITC kink</th>
<th>CTC refundability plateau</th>
<th>2nd statutory kink</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single, wage earners</td>
<td>2.13</td>
<td>0.49</td>
<td>—</td>
<td>(0.26)</td>
</tr>
<tr>
<td></td>
<td>(0.29)</td>
<td>(0.28)</td>
<td>[N=2,649,000]</td>
<td></td>
</tr>
<tr>
<td>Single, self-employed</td>
<td>21.85</td>
<td>1.27</td>
<td>—</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>(1.09)</td>
<td>(1.14)</td>
<td>[N=2,279,000]</td>
<td></td>
</tr>
<tr>
<td>Married filing jointly, wage earners</td>
<td>0.73</td>
<td>-0.25</td>
<td>0.36</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>(0.91)</td>
<td>(0.61)</td>
<td>[N=309,000]</td>
<td></td>
</tr>
<tr>
<td>Married filing jointly, self-employed</td>
<td>9.08</td>
<td>1.26</td>
<td>5.25</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>(0.98)</td>
<td>(0.68)</td>
<td>[N=425,000]</td>
<td></td>
</tr>
<tr>
<td>Married filing separately, wage earners</td>
<td>—</td>
<td>—</td>
<td>0.42</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>—</td>
<td>[N=24,000]</td>
<td></td>
</tr>
<tr>
<td>Married filing separately, self-employed</td>
<td>—</td>
<td>—</td>
<td>4.10</td>
<td>-0.92</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>—</td>
<td>[N=4,000]</td>
<td></td>
</tr>
</tbody>
</table>

Weighted-average bunching coefficients are reported for various household types, with standard errors in parentheses. The number of taxpayers in the bunching region (rounded to the nearest thousand) is presented in brackets. Wage earners are those with positive wage income and zero self-employment income. The self-employed are those with positive self-employment income. Single status includes “head of household” filers. Estimates are omitted when the kink is between $1,000 and $2,000 away from another kink where taxpayers bunch, as discussed in Section 1.3.1. Married filers who file separately are ineligible for the EITC and thus are excluded from its analysis. The income definition is earned income for the EITC and CTC kinks, and taxable income for the statutory kinks.
Table 1.4: Persistence Within $500 of Kinks

<table>
<thead>
<tr>
<th>Probabilities of locating near kink, conditional on...</th>
<th>being near kink last year</th>
<th>being near kink last two years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single</td>
<td>Married</td>
</tr>
<tr>
<td>Credits Net of Taxes</td>
<td>0.22</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>[N=826,939]</td>
<td>[N=230,163]</td>
</tr>
<tr>
<td>1st EITC kink</td>
<td>0.23</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>[N=779,220]</td>
<td>[N=201,473]</td>
</tr>
<tr>
<td>2nd EITC kink</td>
<td>0.12</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>[N=579,983]</td>
<td>[N=213,934]</td>
</tr>
<tr>
<td>CTC refundability plateau</td>
<td>0.16</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>[N=486,193]</td>
<td>[N=187,122]</td>
</tr>
<tr>
<td>Placebo kinks</td>
<td>0.11</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>[N=12,888,916]</td>
<td>[N=7,482,419]</td>
</tr>
</tbody>
</table>

Figures calculated from an unbalanced panel of tax returns, representative of the U.S. tax filing population with dependents. Probabilities are calculated conditional on remaining in our panel data and retaining the same filing status over two years (three years for the probabilities conditional on being near a kink two years). The control group persistence rates are calculated by estimating the probability that a taxpayer remains in placebo bins in two or three consecutive years, with the same conditions as the other groups. Placebo bins are $1,000 wide and run from $5,000 to $35,000, however we exclude any bins containing one of the kinks listed in the table. All dollar amounts discussed here are 2014 dollars.
The vertical axis is marginal tax rates, the horizontal axis is taxable income. We assume that the taxpayer (i) only has wage income, (ii) pays no state income taxes, (iii) has $10,000 in itemized deductions, and (iv) claims the EITC and CTC. We ignore the Alternative Minimum Tax. To measure PEP kink sizes we take the most conservative approach, assuming the marginal increment to income is $2,500. See Appendix C for further discussion of this assumption. FICA refers to the Federal Insurance Contributions Act tax, which applies to earned income up to a year-specific cap. Kinks associated with the Making Work Pay Tax Credit – applicable in 2009 and 2010 – are not pictured here.
Panels (a) and (b) feature all EITC-eligible filers in our main sample, from 1996 to 2014 and 2002 to 2014, respectively, with the following exception. When the kinks are within $2,000, we drop all taxpayer types in (a) that respond to the second kink, and we drop all taxpayer types in (b) that respond to the first kink. Panel (c) includes all taxpayers, except those that have investment income, in all years of our sample. Panel (d) includes all taxpayers in our sample that have children, except those located within $2,000 of the first or second EITC kinks, from 2004 to 2014. Panels (a), (b), and (d) use $100 binwidths, while panel (c) uses $200 binwidth.
The distribution of income is displayed for married couples filing jointly in 2002 who have no investment income. The estimation parameters are $R = 18$, $W = 5$, and $\delta = 200$. Fitted lines $h_0$ and $h_1$ denote our estimates for the counterfactual densities of income under the assumptions that the constant marginal tax rate is equal to $t_0$ (the rate below the kink) and $t_1$ (the rate above the kink), respectively.
Figure 1.4: Responses to the Making Work Pay Tax Credit (2010)

(a) Married, self-employed, 2 children

(b) Married, self-employed, 3+ children

Income distributions are displayed for married, self-employed taxpayers with two or more children. The dashed vertical line denotes the first EITC kink; the solid line denotes the MWPTC kink. The self-employed are those with positive self-employment income. Married taxpayers who file separately from their spouse are excluded. The figures look very similar using 2009 data.
Figure 1.5: Bunching Over Time at Three Kinks

Trends in bunching coefficients at three kinks are displayed. Wage earners are those with positive wage income and zero self-employment income. The self-employed are those with positive self-employment income. Single status includes “head of household” filers. For the Child Tax Credit coefficients, childless taxpayers are excluded.
Figure 1.6: Total Number of Bunchers Over Time

Estimates for the total number of bunchers at four kinks are displayed.

Figure 1.7: Taxpayer- and Employer-Reported Wage Income (2014)

(a) Single, Two Children  
(b) Married, Two Children

Distributions of taxpayer-reported and employer-reported wages from $600 to $50,000 are displayed for those taxpayers for which we observe a Form W-2. The solid vertical bars mark the first and second EITC kinks, and the dashed vertical bar denotes the CTC refundability plateau. Wage earners are those with positive wage income and zero self-employment income. Single status includes “head of household” filers. Taxpayer-reported wages are derived from Form 1040, whereas employer-reported wages are derived from Form W-2.
Figure 1.8: Tracking the Kink that Maximizes Credits Net of Taxes Owed: Singles

(a) Single, self-employed, two children (2010)

(b) Single, self-employed, two children (2011)

(c) Single, self-employed, two children (2012)

(d) Single, self-employed, two children (2013)

Income distributions are displayed for single, self-employed taxpayers with two children from 2010 to 2013. The solid vertical line denotes the kink that maximizes credits net of taxes owed, while dashed vertical lines denote other kinks where taxpayers respond. Single status includes “head-of-household” filers. Returns are deemed to have self employment income if they file Schedule SE with their Form 1040.
Figure 1.9: Tracking the Kink that Maximizes Credits Net of Taxes Owed: Married Couples

(a) Married, self-employed, two children (2010)

(b) Married, self-employed, two children (2011)

(c) Married, self-employed, two children (2012)

(d) Married, self-employed, two children (2013)

Income distributions are displayed for married-filing-jointly tax units with self-employment income and two children from 2010 to 2013. The solid vertical line denotes the kink that maximizes credits net of taxes owed, while dashed vertical lines denote other kinks where taxpayers respond. Married couples who file separately are excluded. Returns are deemed to have self-employment income if they file Schedule SE with their Form 1040.
Figure 1.10: Tracking the Kink that Maximizes Credits Net of Taxes Owed: Single Wage Earners

Income distributions are displayed for single taxpayers with two children from 2008 to 2013. The solid vertical line denotes the kink that maximizes credits net of taxes owed, while dashed vertical lines denote other kinks where taxpayers respond. Single status includes “head-of-household” filers. Wage earners are those with zero self-employment income.
Chapter 2

The Effect of Required Minimum Distribution Rules on Withdrawals from Traditional Individual Retirement Accounts

2.1 Introduction

Individual Retirement Accounts (IRAs) are an important source of retirement savings for a large portion of the population. We\textsuperscript{1} estimate that over six trillion dollars in wealth was held in IRAs by approximately 45 million Americans in 2013.\textsuperscript{2} The plans were created to encourage working-age individuals to save for their retirement, as they allow individuals to delay the taxation of both their contributions and the investment income accruing within the plans. Under current law, individuals may not keep their full balances in the tax-deferred account indefinitely. A certain fraction of the IRA balance must be withdrawn each year beginning the year the account-holder turns 70.5 years of age, with the required fraction increasing in age.\textsuperscript{3} In this chapter, we examine the effect of these required minimum distribution (RMD) rules on distributions (i.e. withdrawals) from traditional IRAs. We find that the rules represent a binding constraint for a large fraction of individuals, and that they also play a role

\textsuperscript{1}This chapter is coauthored with Jacob Mortenson and Heidi Schramm.
\textsuperscript{2}This estimate was performed using perfected cross-sections of Form 5498, produced by the Statistics of Income division of the Internal Revenue Service.
\textsuperscript{3}A distribution is required corresponding to the year the account-holder turns 70.5 years of age, but this may be delayed until the following year. Approximately 85% of individuals take their first required distribution – the distribution associated with the year they turn 70.5 – in the year that they turn 70.5, with only 15% delaying to the following year.
in determining unconstrained distribution behavior. Understanding these responses is crucial for revenue and welfare analyses of retirement savings policy.

The tax expenditures used to encourage saving through traditional IRAs are substantial, estimated to be $11.1 billion in 2013 (Joint Committee on Taxation, 2013). RMD rules help to limit these tax expenditures by mandating distributions, which are taxed as ordinary income. Some policymakers are actively considering proposals to change RMDs. In a policy change that we exploit for identification of the effect of the RMD rules on behavior, the rules were temporarily suspended in 2009. Specifically, on December 23, 2008, in a provision of the Worker, Retiree, and Employer Recovery Act of 2008, Congress suspended the RMD rules for one year, likely in response to decreasing account balances associated with the Great Recession. Except for the 2009 suspension, the RMD schedule has remained relatively stable over the last 20 years, with a small change in 2002 to adjust for increasing life expectancies.

A large literature studies the effect of retirement savings policies on contributions to retirement savings accounts (Gale and Scholz, 1994; Engen et al., 1996; Poterba et al., 1996; Madrian and Shea, 2001; Bernheim, 2002; Chetty et al., 2014). In addition, there is a growing literature that studies the withdrawal patterns of retirement savings assets (Sabelhaus, 2000; Bershader and Smith, 2006; French et al., 2006; Love and Smith, 2007; Coile and Milligan, 2009; Poterba et al., 2011, 2013, 2015; Holden and Bass, 2014; Bryant and Gober, 2013; Argento et al., 2015). However, relatively few studies rigorously analyze the effect of decumulation policies, such as the RMD rules, on withdrawals from retirement accounts. To better understand optimal retirement savings policy, research is needed on the effects of policy on savings and consumption

4For example, in January 2016 Representative Sensenbrenner of the U.S. House of Representatives introduced a bill, H.R. 4357, to suspend the RMD rules in 2016.

5In 2002, the entire RMD schedule was relaxed due to a change in the life expectancy tables used by the IRS. We plan to incorporate this policy change into our analysis.
during both working-age and retirement-age years. In this chapter, we seek to inform the latter. In one of few papers to study the effects of RMD rules on distributions from tax-deferred retirement savings accounts, Brown et al. (2014) use proprietary data on roughly 64,000 accounts at the Teachers Insurance and Annuity Association – College Retirement Equity Fund (TIAA-CREF), a large provider of retirement services for employees at nonprofit institutions. In their sample, one-third of individuals who took distributions in 2008 suspended their distributions the following year. Extrapolating this figure to the general population, the authors estimate that the RMD suspension caused a 20% reduction in taxable distributions from 403(b)s in 2009.

To study the effects of the RMD rules on IRA decumulation, we create a nationally-representative panel data set of individuals ages 60 and older from 1999 to 2014 using Internal Revenue Service tax data, including information returns filed by fiduciaries, linked with data from the Social Security Administration. These data offer several advantages over other datasets that have been used to study decumulation behavior. First, our data have sufficient mass – representing 5% of the population, or approximately 2.6 million observations per year – to allow for analyses of narrowly defined age groups. This is important because the decumulation behavior of younger individuals is not well understood.

6One major limitation of our study is that we do not observe consumption or total savings in the tax data. Therefore, we cannot speak directly to the effect of decumulation policy on consumption. However, we do observe non-IRA sources of income and discuss the differential withdrawal behavior among individuals who vary along this dimension.

7Specifically, they study withdrawals from 403(b) plans, which provide tax advantages similar to IRAs and are available for public education organizations, cooperative hospital service organizations, self-employed ministers, and many other nonprofit employers in the United States. As noted by Brown et al., their sample is not nationally representative; TIAA-CREF plan participants tend to have larger accounts than the national average.

8Several of the noted studies have explored decumulation from retirement savings accounts using survey or tax data. However, the studies that use tax return data are primarily descriptive, while those that use data from household surveys generally have small sample sizes and are unable to differentiate between traditional IRAs, which are subject to RMD rules, and Roth IRAs, which are not.
retirees may be different from that of older retirees, regardless of the rules. In addition, RMDs vary by age and younger retirees may respond to the rules differently than older retirees. Second, administrative tax data are subject to less measurement error than survey data, particularly in the case of information provided by third parties. Third, we have a complete view of an individual’s traditional IRA balances and distributions across all fiduciaries. Fourth, we incorporate information from the tax data regarding non-IRA sources of income, marital status, and geographic location.

An important determinant of retirees’ welfare is their consumption, which is financed by savings, Social Security, defined benefit pensions, and transfers from government and family. Assets, inclusive of home equity and IRA balances, account for approximately one third of lifetime income for individuals who are near retirement age and represent one of the major sources of retiree consumption (Gustman and Steinmeier, 1999; Scholz et al., 2006; Love et al., 2009). Thirty years ago employer-provided defined benefit plans were a substantial source of retirement saving. Today, personal retirement accounts, including IRAs and 401(k)s, are the primary form of retirement saving for private-sector workers (Poterba et al., 2013; Holden and Bass, 2014).

We make several contributions to understanding IRA decumulation. First, we provide descriptive evidence of trends in the characteristics and behavior of retirement-age IRA account holders from 2000 through 2013. Second, we use the 2009 suspension of RMD rules to identify their causal effects on distributions across age groups. Third, we uncover an undocumented response to the rules: individuals who turn 70.5 and become subject to the rules exhibit an increased likelihood of closing their IRA accounts. Finally, we provide suggestive evidence of optimization frictions in retirees’ financial decisions, as many retirees continue taking distributions at the phantom RMD – the RMD they would have faced – when the rules were suspended in 2009.
Figures 2.2 and 2.3 visually capture many of the effects of the RMD rules on distribution behavior. First, the RMD rules affect individuals in non-suspension years. From 2008 to 2010, approximately one quarter of IRA-holders between the ages of 60 and 70 took a distribution, with an average distribution of 6.2% of the account balance, and with no statistically significant difference in 2009. In 2008 and 2010, the proportion taking a distribution increased to around 90% for 70.5-year olds, with their average distribution increasing to 10.9% of the account balance. Older retirees take larger distributions on average, with an overall mean among all individuals subject to the RMD rules of 13.1% of account balances. Second, the suspension of the RMD rules in 2009 caused a response among those who would have been subject to them. That year, only 40% of 70.5-year-old IRA-holders took a distribution, with an average distribution of 8.2% of account balances. These are significantly smaller than the comparable averages from 2008 and 2010. Older retirees are similarly less likely to take distributions. However, in 2009 the decumulation behavior of IRA-holders ages 70.5 or older remained different from the decumulation behavior of 60- to 70-year-olds. In particular, the proportion of 70.5-year-olds who take a distribution is roughly 32% larger than the proportion of younger individuals with distributions. This large, discrete jump in the likelihood of taking distributions suggests there may be optimization frictions associated with responding to (the suspension of) the RMD rules.

In a simple two-period model, we derive a parameter that reflects the proportion of IRA-holders who are RMD-constrained – that is, the proportion who would prefer to draw down their savings accounts less quickly than the RMD rules require. We implement two empirical strategies to identify this parameter and to more generally explore the effects of RMD rules on withdrawal behavior. Our first empirical strategy is based on two regression specifications. We first present results from reduced-form
regressions that identify the elasticity of IRA distributions with respect to the RMD. In an alternative first-differences specification, we estimate the effect of an unexpected change in the RMD on changes in distributions.

Our second empirical strategy employs the method developed by DiNardo et al. (1996) to construct the counterfactual density of IRA distributions that would have occurred had the rules not been suspended. We do this separately for each age group from 73 to 85 years of age, identifying the proportion of RMD-constrained individuals in each group. Crucially, the DiNardo et al. technique allows us to control for the effects of time-varying characteristics associated with distribution behavior – e.g. account balances and alternative sources of income – that changed in 2009 for reasons unrelated to the suspension of RMD rules. This is especially important, as the rules were suspended during the Great Recession.

Both estimation strategies produce robust evidence that RMD rules have large effects on decumulation behavior. Results from our second estimation strategy suggest that approximately 41% of individuals subject to RMD rules would prefer to withdraw less than their RMD, with the percentage increasing in age. Around 13% of individuals would prefer to withdraw nothing at all, though this percentage decreases in age, suggesting older retirees are more likely to desire a positive distribution less than the RMD. Consistent with Brown et al., 35% of individuals subject to the rules that took distributions in 2008 suspended their distributions in 2009, with the probability of suspension decreasing in age and increasing in account balance.

In 2009, approximately 20% of individuals made a withdrawal within half a percentage point of the distribution they would have been required to take. This is surprisingly large given that an individual’s optimal distribution is rarely equal to
the RMD, as discussed in Brown et al. (2014) and Sun and Webb (2012). The most likely explanation for the extra mass located at the phantom RMD in 2009 is the presence of optimization frictions: costs associated with deciding upon or adjusting IRA distributions. A growing literature analyzes the extent to which individuals face frictions in adjusting behavior to policy in a variety of settings, most frequently with respect to labor supply and taxable income (Chetty et al., 2009, 2011, 2013; Chetty, 2012; Kleven and Waseem, 2013; Gelber et al., 2015). In the context of IRA distributions, one plausible friction is the cost of paying attention. This explanation is consistent with Brown et al.’s evidence that many individuals did not know about (or remember) the 2009 suspension when asked about it five years later. Alternatively, if the gains from responding to the suspension are small, retirees who have planned their distribution path may not choose to re-optimize, consistent with the theory of Chetty (2012). Another plausible explanation is that retirees may perceive the rules as government-sanctioned financial advice. This, too, is consistent with Brown et al.’s survey evidence. To the extent there are optimization frictions or retirees perceive the rules as financial advice, the rules play an important role in determining distribution behavior beyond simply constraining distribution amounts.

The parameter estimates presented in this chapter can be used directly to estimate the tax revenue consequences of proposed changes in IRA decumulation policy. In addition, they can be used to study the welfare implications of RMD rules and the optimal design of tax policy regarding retirement savings. These issues are increasingly important despite the relative dearth of attention they have received.

\footnote{For example, in the context of the standard life-cycle model, setting consumption equal to the RMD is optimal when preferences are represented by log utility, the interest rate and the discount rate are equal to zero, and expected mortality is equal to that used by the IRS to construct the RMD schedule (Brown et al., 2014).}
2.2 Conceptual Framework

In this section, we present a two-period model to characterize the effects of RMD rules on withdrawals from Traditional IRAs. We opt for a simple model, rather than the life-cycle models typically studied in the literature on retirement (e.g. Brown et al., 2015), because we do not observe many variables needed to estimate such a model, such as household consumption or the allocation of savings across non-IRA accounts. Moreover, life-cycle models do not yield closed-form analytical expressions that can be used in our empirical implementation.\(^\text{10}\) Here and in our empirical work we abstract away from the indirect effects of RMD rules, for example through the lifetime budget constraint, focusing on their contemporaneous effect on IRA distributions. We also abstract away from a more complicated portfolio decumulation problem with several asset types. Each of these abstractions are made for empirical tractability, not because the other features of retiree’s decision problems are uninteresting.\(^\text{11}\)

In our model, individuals live for two periods in retirement and they enter the first period with a Traditional IRA balance equal to \(B\). Each period they are endowed with exogenous income \(X_t\) (e.g. Social Security income), and in the first period they must

\(^{10}\)In the life-cycle setting, individuals maximize the expected discounted value of lifetime utility by choosing their consumption path in their retired years, given an endowment of wealth at the beginning of retirement, survival probabilities in each period, a discount rate, and an interest rate. In such models there are two ways RMD rules affect distribution decisions. The first is a direct effect: RMD rules in period \(t\) constrain distribution decisions in period \(t\). The second is an indirect effect via the budget constraint. If an individual is forced to distribute more than they would prefer in period \(t\), this affects the account balance in later periods, which in turn may affect distribution decisions in any period, including periods prior to \(t\). Therefore, unless optimal consumption paths are unconstrained in all periods, RMD rules may affect the entire path of distributions, including distributions not subject to the rules.

\(^{11}\)De Nardi et al. (2015), Webb et al. (2009), and Sun and Webb (2012) discuss in detail many of the considerations in devising an optimal decumulation path, for example, uncertain mortality and asset returns, rules of thumb (e.g. the 4% rule), uncertain end-of-life medical expenses, and bequest motives.
take a distribution \( d \) from their IRA greater than or equal to the RMD \( \bar{d} \). The undistributed portion of the IRA from period one grows at a rate of \( 1 + r \), and the IRA balance in period two is fully distributed. Distributions in each period face a flat tax rate of \( \tau \).

Individuals choose \( d \geq \bar{d} \) to maximize the present discounted value of utility,

\[
u(c_1) + \beta u(c_2),
\]

where \( u(\cdot) \) is a smooth, concave function, \( \beta \in (0, 1] \) denotes the individual’s discount factor, and consumption in periods one and two is given by

\[
c_1 = X_1 + (1 - \tau)d
\]

\[
c_2 = X_2 + (1 - \tau)(1 + r)(B - d).
\]

Similar to the extant literature, we do not explicitly study the effect of bequest motives on IRA distributions. To the extent that individuals prefer to maintain more of their savings in tax-preferred plans for bequest reasons, this is reflected empirically in the fraction of RMD-constrained individuals. As noted by Poterba et al. (2013) and De Nardi et al. (2015), U.S. retirees decumulate their assets more slowly than implied by the standard life-cycle model, especially high-income individuals. This may be because of bequest motives, or the risks that the elderly face, for example due to uncertain life expectancy and medical costs. Our empirical strategy allows us to remain agnostic about the determinants of optimal distributions, and the semiparametric estimation strategy that we present in Section 2.4 is robust to the underlying theory behind distribution decisions.

\(^{12}\)The simple theory presented here assumes full compliance with RMD rules and therefore abstracts away from penalties for non-compliance. In any given year, approximately 90% of individuals subject to the RMD rules comply. The 10% non-compliance rate attenuates our estimates for the fraction of RMD-constrained individuals and for the overall effect of RMDs on distributions towards zero.
In the first period there are two types of individuals: the constrained and the unconstrained with respect to the RMD rule. We refer to individuals who would prefer to take a distribution smaller than the RMD as the “RMD-constrained.” Letting $d^*(\bar{\delta})$ denote the optimal distribution given an RMD of $\bar{\delta}$, the RMD-constrained are those with $d^*(0) < \bar{d}$. Note that the fraction of individuals who are RMD-constrained will generally depend on the prevailing RMD. Thus, in the empirical portion of this chapter, we focus on estimating the fraction of individuals who are RMD-constrained given current RMD policy.

Given the same required distribution $\bar{d}$, individuals may or may not find the RMD a binding constraint. The difference is generated by heterogeneity in other resources ($X$), tax rates ($\tau$), investment rates of return ($r$), discount factors ($\beta$), and utility ($u$). Let $\alpha_c(\bar{d})$ denote the fraction of RMD-constrained individuals given RMD policy $\bar{d}$. These individuals choose $d = \bar{d}$, however, not all individuals who choose $d = \bar{d}$ are RMD-constrained. Given a smooth distribution of the underlying fundamentals, some fraction of individuals will have $d^*(0) = \bar{d}$, and therefore will have $d^*(\bar{d}) = \bar{d}$. Thus we cannot distinguish between the RMD-constrained and the RMD-unconstrained based on observed distributions. In Section 2.4, we present two strategies for estimating the fraction $\alpha_c(\bar{d})$ using the 2009 RMD suspension for identification.\textsuperscript{13}

We are also interested in estimating the effect of eliminating RMD rules on the density of distributions. Figure 2.1 graphically illustrates this effect. Two densities of distributions are plotted. The density $f_0$ describes distributions, measured as a percent of the IRA account balance, absent any RMD. The density $f_1$ describes distributions, measured as a percent of the IRA account balance, absent any RMD. The density $f_1$ describes distributions,

\textsuperscript{13}To identify the fraction of RMD-constrained individuals under a range of potential RMD levels not observed in the data, we require policy variation that modifies, rather than suspends, RMD rules. In 2002, the entire RMD schedule was relaxed due to a change in the life expectancy tables used by the IRS. We plan to incorporate this policy change into our analysis to explore this issue further.
measured as a percent of the IRA account balance, given a positive RMD $\bar{d}$. Above $\bar{d}$ the two densities coincide, however, any individuals who choose $d < \bar{d}$ when there is no RMD must relocate, choosing $d = \bar{d}$ when facing the RMD. The individuals who relocate are the RMD-constrained, and their mass ($\alpha_c(\bar{d})$) is marked in the figure: it is precisely the mass near the RMD under $f_1$ less the mass near the RMD under $f_0$. For a given age group, we estimate this parameter using the actual 2009 density of distributions as the analog of $f_0$ and using the predicted counterfactual density in 2009 that would have occurred were the rules not suspended as the analog of $f_1$.\textsuperscript{14}

2.3 Institutional Background and Data

Here we briefly describe the relevant features of IRAs, including their tax treatment. We then describe the nature of our data and present summary statistics on the population of individuals ages 60 or older.

2.3.1 Individual Retirement Accounts and Distribution Rules

IRAs offer significant tax advantages to individuals saving for retirement. Several types of IRAs exist, but the vast majority of IRA funds are held in Traditional IRAs. We use the term “IRA” to refer specifically to Traditional, SEP and SIMPLE IRAs throughout the remainder of the chapter. The primary benefit of IRAs is tax deferral. When contributed to an IRA, earned income is exempt from taxation until withdrawal, as are any investment returns that accumulate within an IRA account. Distributions from IRAs are taxed as ordinary income and are subject to required minimum distribution (RMD) rules. Employer-provided qualified retirement plans,\textsuperscript{14} This estimation strategy, and the theory behind it, ignores the optimization frictions that kept some individuals’ distributions near the phantom RMD in 2009. In future work, we plan to address this shortcoming by measuring these frictions.
such as 401(k)s, are also subject to RMD rules, however we do not study decumulation within these plans because we do not observe their account balances in the data.\footnote{Qualified retirement plans include tax-qualified plans described in section 401 of the Internal Revenue Code, employee retirement annuities described in section 403(a), tax-sheltered annuities described in section 403(b), and a plan for government employees described in section 457(b).}

We also refrain from analyzing withdrawals from Roth IRAs, which are not subject to RMD rules because distributions from these accounts are tax-free.

RMD rules apply to an IRA-holder beginning the year in which she turns 70.5 years of age.\footnote{See Warshawsky (1998) for a thorough discussion of the historical development and intent of the rules.} However, the first year features a grace period: the first required distribution may be delayed until April 1 of the subsequent year. This allows the taxpayer to avoid penalties in the event that she becomes aware of the rules during tax-filing season. For IRAs and defined-contribution plans, the RMD for each year generally is determined by dividing the account balance as of the end of the prior year by an applicable age-specific factor in the Uniform Lifetime Table of IRS Publication 590.\footnote{If an individual has multiple IRAs, the RMD is calculated by dividing the sum of account balances by the age-specific factor. It is satisfied if the sum of distributions exceeds this amount. Note that this means an individual could potentially distribute a sufficient amount from one account and leave the others untouched.} This schedule is depicted in Figure 2.5. It begins at age 70.5 with an RMD of approximately 3.7\% of account balances, and rises gradually to approximately 8.0\% by age 90. This leaves 30\% of the original account balance intact by age 90 even if investments generate zero returns.

A different RMD schedule is used for married individuals whose spouses are more than ten years younger than they are. These individuals follow the Joint Life and Last Survivor Expectancy Table, which specifies a smaller RMD. We incorporate this variation in RMDs for our regression analysis, but when employing the technique of DiNardo et al. (1996) we limit our sample of married individuals to those with spousal
age differences of 10 years or less. This restriction is unlikely to bias our estimates as it results in few observations being dropped – only 3.4% of married individuals – and our regression analysis suggests that RMD rules do not have different effects on the distributions of individuals with marital age differences greater than ten years.

Inherited IRAs are subject to a separate set of RMD rules. Beneficiaries who are not spouses and who elect to treat the inherited IRA as their own may opt to treat the IRA according to the inheritance-specific RMD rules or to take distributions according to the alternative five-year rule. Under the five-year rule, the entire account must be distributed by the end of the fifth year following the previous owner’s death and no distribution is required for any year before the fifth year. However, we do not observe which treatment beneficiaries elect and cannot measure the amount distributed relative to the RMD (because some beneficiaries do not have an RMD).\textsuperscript{18}

Fiduciaries that serve as trustees of IRAs are required to inform account holders if the RMD rules apply to them and the date by which their required distribution must be taken. In addition, they must either specify the amount of the RMD or offer to calculate it. If an individual does not make a withdrawal that is at least as large as their RMD, the penalty is a 50-percent excise tax on the undistributed required amount. The tax is generally imposed during the taxable year in which the distribution was required. Thus, a taxpayer who discovers in March that he did not satisfy the prior year’s RMD should use Form 5329 to calculate the excise tax penalty and report this amount on his tax return for the prior year.\textsuperscript{19}

While RMD rules have always been related to a measure of average remaining life expectancy, the RMD schedule has changed occasionally. In 2002, the entire schedule

\textsuperscript{18}Five percent of individuals take an inheritance-related distribution annually. We plan to explore inheritance-related distributions in future work.

\textsuperscript{19}The IRS may waive the penalty if the failure to satisfy the RMD was due to reasonable error and steps were taken to remedy the violation.
shifted down: conditional on age, owners were required to make smaller distributions measured as a fraction of their account balance compared to previous years. This was because of an increase in the average life expectancies used by the IRS. The effect of the schedule change can be seen in Figure 2.5.

Under the provision entitled “Pension Provisions Relating to Economic Crisis” of the Worker, Retiree, and Employer Recovery Act of 2008, individuals were not required to make a distribution for calendar year 2009 from individual retirement plans or employer-provided defined-contribution retirement plans. While there is no official explanation for the 2009 RMD suspension, we believe it was implemented because of decreasing account balances associated with the Great Recession. In 2010, the RMD rules were once again in effect.

2.3.2 Nationally Representative 5% Random Sample

Prior to Brown et al. (2014) – hereafter, “BPR” – few studies rigorously analyzed the extent to which RMD rules affect IRA distributions, largely due to data constraints. The administrative tax data we use are well-suited to explore the effects of RMD rules on IRA distribution behavior for several reasons. First, the data have sufficient sample size to construct smooth distributions for individual age groups. Second, tax data suffer from a lesser degree of measurement error than most survey data. Third, these data allow us to construct a complete profile of individuals’ IRAs, as opposed to being limited to a single fiduciary. Finally, tax data include a variety of information on income (including other asset-based income), household structure, and geographic location, and can be organized as a panel.

The primary set of data used in this study is a 5% random sample drawn from the population of individuals in the United States with an identification number recorded by the Social Security Administration (SSA) who are not known to be deceased by
SSA. Our sampling method is based on an administrative identifier called a “masked taxpayer identification number” (TIN). The IRS randomly generates this number for every individual with a date of birth recorded by the Social Security Administration. We draw our sample by limiting our analysis to observations with certain TIN endings.

The base sample – hereafter, the “5% Sample” – is limited to individuals aged 60 and older from 1999 to 2014. An observation is an individual-year combination. We impose the following sample restrictions. First, individuals with no tax returns or information returns in any year are dropped. This restriction results in roughly 350,000 individuals being dropped, though many of these individuals are likely deceased. The sample remains representative of the national population despite this restriction, as Cilke (2014) finds that 99.5% of the Census resident population had information filed with the IRS in 2011 and that this proportion is roughly constant across birth-year cohorts. Second, observations are dropped if the individual dies in the current year or the following year.20 This restriction causes our sample to under-count the resident population, but reduces the effect of end-of-life decisions on our empirical estimates.

The data are organized as a panel, with roughly 37 million person-year observations. The panel is balanced for individuals alive and 60 or older in every year of our sample, and is unbalanced for those who die or age into our sample during the sampling period. We prefer this sampling structure to a purely balanced panel, as the data better approximate the U.S. population age 60 or older in every year, with younger individuals aging in to replace those leaving the panel. We supplement these data with information from the Social Security Administration on dates of birth and death, as well as sex at the time of birth.

20 Approximately 31% of individuals die during the 16-year sample period.
Information returns are individual-specific and are typically filed by third parties, such as fiduciaries or employers. We use the following information returns: Form 5498 (contributions to retirement savings accounts), Form 1099-R (distributions from pensions and retirement savings accounts), Form 1099-SSA (Social Security benefits), Form W-2 (wages and 401(k) contributions), Form 8606 (Roth conversions), Form 1099-INT (interest income), Form 1099-DIV (dividend income), and Form 5329 (penalties for failure to take a RMD). From these we observe IRA balances, contributions, distributions, and other income information. Individuals may receive multiple information returns of a given type – because they have multiple jobs or multiple IRAs – and we collapse the data to one observation per individual-year, summing and counting relevant variables. Importantly, these forms are not limited to those individuals appearing on a tax return, though most individuals who have an IRA also file a tax return.

Tax returns are Form 1040s, which are filed by tax units, a proxy for households. Multiple individuals may appear on a tax return as a primary or secondary filer or a dependent. From the Form 1040 we observe income information, including many items not reported on information returns such as business income, deductions and credits, and total income.

We make two additional restrictions to our base sample to construct our empirical sample. First, we limit the sample to the years 2000 through 2013. The RMD of an individual is based on the fair-market value of their IRA account balance at the end of the previous year, as reported by their fiduciary on Form 5498. As discussed previously, an individual calculates their RMD by multiplying their account balance in the previous year by the RMD percentage that is relevant for them (e.g. 5%). We cannot measure individual-specific RMDs in 1999 because we do not have Form 5498 data in 1998. We exclude 2014 from our analysis due to concerns that not all...
returns have been filed at this time. Second, we exclude observations in the top 1% of distributions measured as a percentage of the previous year’s account balance (more than 103%). Many of these distributions are implausibly large, and are likely data errors.

For the bulk of our empirical analysis, we create a separate sample further limited to individuals who have a positive IRA balance in at least one year. We refer to this as the IRA Holders Sample. Note that a person-year observation in the IRA Holders Sample may or may not have a positive IRA balance in that year. We also refer to the RMD Sample, which is the subset of individuals in the IRA Holders Sample aged 70.5 or older with a positive RMD for the observation year (including 2009).

2.3.3 Summary Statistics

Table 2.1 presents a variety of summary statistics for the 5% sample. This sample contains 37.58 million individual-year observations for the years 2000 through 2013. Seventy-three percent of individuals appear on a Form 1040 as a primary or secondary filer, 36% have a Form 5498 filed on their behalf, and 54% receive a 1099-R. Further, 29% have a Form 1099-DIV, 55% have a Form 1099-INT, and 28% have a Form W-2. A negligible proportion file Form 5329, which indicates a failure to satisfy the RMD.

21 We make two small additional timing-related restrictions in our construction of the RMD Sample. First, we exclude individuals in their second year of being subject to RMD rules for the year 2000. That is, we exclude individuals who turn 71 during 2000 if their birth month is January-June and individuals who turn 72 during 2000 if their birth month is July-December. We do this because we cannot determine whether these individuals satisfied their first-year RMD in 1999. Second, we exclude individuals who are first subject to RMD rules in 2013 because we cannot determine whether they satisfy their first RMD by April 2014, as the 2014 data are incomplete.

22 The 1099-R/5498 discrepancy comes from the fact that Form 5498 is filed for IRAs only, while Form 1099-R is for distributions from IRAs, pensions, annuities, and life insurance contracts. Therefore, if an individual receives a distribution from a defined benefit pension and does not have an IRA, they will receive a Form 1099-R but not a Form 5498.
We observe marital status only for individuals filing a tax return. Conditional on filing, 67% of individuals in the sample are married. However, 27% of observations are associated with a non-filing individual in a given year. For these observations, we impute marital status and spousal age difference as follows. If an individual filed a tax return in a previous or later year, we use their marital status (and spousal age difference) from the nearest year, provided that the spouse is still alive in the current year. If the spouse has died by the current year, we do not impute a marital status for that year. Using the imputed marital status variable, we find that 61% of individuals in the sample are married. We do not have an imputed marital status for the 8.7% of individuals who fail to file a tax return in any sampled year. Instead, we calculate their RMD based on the Uniform Lifetime Table, which is the RMD schedule used for over 96% of observations for which we know the marital status and spousal age difference from the Form 1040.\footnote{When we exclude non-filers from the sample for the regression specifications discussed in Section 2.4, we get slightly smaller effects associated with the RMD. This is likely because non-filers tend to be lower income individuals and it may be that the rules are more binding for them.}

Over 35% of individuals in the 5% sample have an IRA. The average size of an IRA is $151,604 in inflation-adjusted 2014 dollars and there is substantial variation in balance sizes, with the distribution of IRA balances exhibiting a long right tail. We focus on distributions from IRAs categorized as “normal distributions.” We define a normal distribution as a distribution from a traditional IRA that could be used to satisfy the RMD rules, regardless of whether an individual is subject to the RMD rules. A normal distribution does not include distributions that are associated with rollovers, Roth conversions, recharacterizations, disability or inheritance-related distributions, distributions from a Designated Roth account, or those from IRAs that have been structured to have annuity payments. In our sample, 19% of individuals make a
“normal distribution” and the average annual size of normal distributions is $12,991, or about 15% of the previous years’ account balance.\textsuperscript{24}

Four percent of individuals have a total distribution, which is the distribution prior to an account closure. Specifically, we define a total distribution as the annual distribution associated with the year before a year in which an individual ceases to have a positive account balance.\textsuperscript{25} The average size of total distributions is $46,972.

Table 2.2 shows summary statistics for the IRA Holders and RMD samples – the latter is a subset of the former: those IRA holders required to take a minimum distribution. The average RMD in 2014 dollars is $5,893, approximately 5% of the IRA balance. The size of the average normal distribution is 15% of account balances for the entire sample and 12% among individuals in the RMD Sample. Among individuals in their 70.5 year, over 84% take their first RMD in their 70.5 year, instead of postponing to the following year. This is potentially for tax-smoothing reasons: if an individual chooses to postpone their first RMD to their second year, they are responsible for taking both their first and second RMDs in that year and both are included in taxable income.

Ninety-one percent of individuals take a normal distribution that satisfies their RMD, which suggests the rules are binding for the majority of RMD-relevant individuals. Among individuals who fail to satisfy their RMD, only 0.54% file a Form 5329 for the purpose of paying the excise tax penalty associated with an excess accumulation in an IRA account. It is unclear if the non-compliance is due to deliberate tax evasion or simply forgetfulness or confusion on the part of the individuals that comprise

\textsuperscript{24}The sample size varies slightly for the two variables because the size of a distribution measured as a percentage of the account balance requires that we observe the size of the account in the previous year, whereas the levels variable does not.

\textsuperscript{25}Form 1099-R has a box that indicates a total distribution. However, because many people have multiple accounts, we define total distributions as described above to measure a true extensive margin instead of account consolidation.
our sample. Figure 2.7 suggests it is likely the latter, as the average percentage of individuals that satisfy their RMD is above 90% until age 85, after which it declines substantially with increasing age. Furthermore, individuals in their first two years of being subject to the rules are slightly more likely (less than one full percentage point) to satisfy their RMD relative to older individuals. It does not appear there are many repeat non-compliers: for any two year combination, only 2-3% of individuals do not comply in both years.

These data reveal the increasing importance of IRAs as a savings vehicle for older Americans. The percentage of individuals age 60 or older in the United States with a Traditional IRA steadily increased from 29% in 2000 to 35% 2013, as shown in Figure 2.8. The percentage with Roth IRAs increased by a similar magnitude, from around 0% in 2000 to 7% in 2013. The amount of assets held in IRAs grew significantly over this time period. Assets held in Traditional IRAs – shown in Figure 2.9 – more than doubled since 2000, increasing from $1.9 trillion to approximately $3.8 trillion in 2013 (in inflation-adjusted 2014 dollars). The amount of assets held in Roth IRAs also increased substantially relative to 2000 levels, but remains a small fraction of Traditional IRA assets.

The Great Recession was associated with a substantial drop in assets in 2009 – account balances are measured at the beginning of the calendar year – but by 2011 assets exceeded their 2008 levels. Average account balances – displayed in 2.10, along with quartile measures – also fluctuated with the Great Recession, but only recently regained their inflation adjusted 2008 levels. The pattern for the 75th percentile of account balances was similar. Median account balances, on the other hand, rebounded relatively quicker. Figure 2.10 is indicative of the substantial right-skewness of the distribution of balances: the mean is close to the 75th percentile, and exceeds it for
most sample years. The same is true of the distribution of normal distribution sizes, displayed in Figure 2.11.

Normal distributions also decreased in 2009. Distributions conditional on taking a distribution, however, do not show a dip analogous those in account balances and asset totals. This can been seen in Figure 2.12, as the trend for mean distributions is flat through the Great Recession and the RMD suspension in 2009. Coupled with Figure 2.11, this suggests two similar responses offset one another and resulted in conditional distributions levels remaining flat. First, many people with below average annual distribution amounts – for example, those taking distributions at the RMD threshold with average account balances – suspended their distributions in 2009. The effect of their exit is to push the average up in 2009, ceteris paribus. This was offset by individuals reducing their distributions who nonetheless took positive distributions.

2.4 Empirical Methods and Evidence

In this section we discuss two strategies to identify the effect of the Required Minimum Distribution rules (RMD) on distributions from traditional IRAs: reduced-form regressions and the estimation of counterfactual densities of IRA distributions.

2.4.1 Graphical Evidence of the Effect of the 2009 RMD Suspension

In this section, we provide a discussion of the descriptive graphical evidence with regard to the effect of the 2009 RMD suspension on distributions. Figures 2.2 and 2.3 visually capture many of the effects of the RMD rules. It is clear the RMD rules affect individuals in non-suspension years. Approximately 25% of individuals younger than 70.5 took a distribution, with an average distribution of 6.2%, measured as a percent of the account balance withdrawn. The fraction of individuals who make a distribution
increases linearly with age from 60 to 70. In non-2009 years, the proportion taking a
distribution increases to over 90% for 70.5-year olds. The average size of a distribution
jumps by 76% to 10.9% of the IRA account balance for 70.5-year olds, with a 13.1%
average among all individuals subject to the RMD rules.

The fraction of individuals in 2009 with a distribution is only 60% among 70.5-
year olds: the analogous rate in non-suspension years is 90%. The average distribution
size fell by roughly 25% from 10.9% of the IRA account balance to 8.2%. However,
the size of distributions in 2009 still represents a “new” 70.5 year olds relative to
the distribution patterns of 70 year olds (who are not yet subject to the rules) and
younger. Similarly, the proportion of individuals aged 70.5 with a distribution from
a traditional IRA in 2009 is roughly 32% larger than the proportion of younger indi-
viduals with distributions. This large, discrete jump in the proportion at age 70.5 –
in a year where the RMD rules were suspended – suggests there may be optimization
frictions associated with decumulation and the RMD rules.

Distribution patterns in 2009 also differ from 2008 and 2010 when examining those
with non-zero distributions in Figure 2.4. Distribution levels as a percent of account
balances are elevated for all ages in 2009, and are particularly elevated for those that
would have been subject to RMD rules. This is because the level of distributions
(conditional on taking a distribution) was flat from 2008 to 2010, as was discussed in
the previous section and is shown in Figure 2.12. Holding the level of distributions
constant (numerator) and reducing the size of the balance (denominator) results in
larger distributions as a percentage of account balances.

Another interesting feature of Figure 2.3 is the local maxima in distribution sizes at
age 70.5. This extra mass is entirely attributable to an increase in total distributions
– distributions associated with closing an account – that occur at age 70.5, when
individuals are first subject to the RMD rules. In fact, once we remove individuals who make total distributions the extra mass disappears.

Figure 2.17 and Figure 2.18 show the densities of IRA distributions among 73-, 75-, 80-, and 85-year olds from 2005-2008 and 2008-2009, respectively. Both Figures focus on distributions between zero and 15%, at the left tail of the distribution, as the tail to the right is long and flat (see Figure 2.16). The density for a particular age group is consistent across years other than 2009. In fact, the degree of consistency is such that it is difficult to visually differentiate between the density associated with different years.

In contrast, Figure 2.18 shows substantially different densities of IRA distributions among 73-, 75-, 80-, and 85-year olds in 2009 relative to 2008. The value of the RMD according to the Uniform Lifetime Table is shown by the vertical line. For example, the RMD shown in panel (b), for 75-year olds, is 4.37% which applied to over 96% of 75-year olds in 2008. From this figure, there is clear evidence that the RMD compresses the lower tail of the density of IRA distributions across all age groups and suggests that a large proportion of individuals are RMD-constrained. Prior research shows that only for a very limited set of circumstances is the RMD an optimal distribution, and the extra mass at the non-existent RMD in 2009 is indicative of optimization frictions.

IRA distributions may have been different in 2009 regardless of the policy change because of macroeconomic factors, for example, declining housing values. However, the average size of distributions by age group and year shown in Figure 2.3 suggest that changing macroeconomic factors from 2008-2009 may not have a large effect on distribution behavior. Individuals younger than 70.5 were not affected by the 2009 RMD suspension and, therefore, the change in their average distributions in 2009 is a good approximation of the average effect of those macroeconomic factors on
distributions for older individuals, assuming the macroeconomic factors affect the two age groups similarly. As Figure 2.3 clearly shows, average distributions for the younger, unaffected group did not change at all in 2009: they are extremely similar to those in 2008 and 2010. To explore this further, Figure 2.19 shows the distributions of IRA distributions, measured as a percent of the account balance in the previous year, among individuals ages 60-69 from 2008 to 2010. While similar, the 2009 distribution is not perfectly aligned with that of 2008 or 2010: individuals took slightly larger distributions in 2009 relative to 2008 or 2010, as evidenced by the lesser amount of mass in the left tail and shift to the right. This is likely, at least partly, due to the decline in account balances.

2.4.2 Reduced-Form Estimation

In Section 2.2, we present a comparative static that shows the effect of changes in the RMD on IRA distributions. In this section, we perform an analogous regression analysis on the individuals in our sample age 70.5 or older with a non-zero account balance (the RMD sample). The regression equation below shows the effects of changes in the RMD, measured as a percent of the previous year account balance, of individual $i$ in period $t$, $RMD_{it}$, on IRA distributions, also measured as a percent of the previous year account balance, $d_{it}$ in year $t$:

$$d_{it} = \alpha_{0t} + \alpha_{1i} + \alpha_{2}RMD_{it} + \alpha_{3}X_{it} + \epsilon_{it}$$ (2.3)

where $\alpha_{0t}$ are year fixed effects, $\alpha_{1i}$ are individual fixed effects, and $X_{it}$ represents a vector of time-varying individual characteristics. Specifically, $X_{it}$ includes variables that determine the individual’s RMD: age group dummy variables, marital status, and an indicator variable equal to 1 if an individual is more than 10 years older than their spouse and equal to 0 otherwise. In some specifications, we also include the natural
log of the IRA account balance in the previous year. The year fixed effects control for any determinants of distributions that are common to all individuals, for example, due to macroeconomic conditions. The age group fixed effects control for any determinants that are common to all individuals within the same age group, for example, a decreased remaining life span. Individual fixed effects control for any unobserved, time-invariant heterogeneity in determinants of distributions, such as savings preferences, household resources, life expectancy deviations from age-specific averages, medical expense uncertainty, and attitudes toward risk. The $\epsilon_{it}$ is an unobserved, additive error component that represents sampling error or unobserved, time-varying heterogeneity at the individual-year level in determinants of IRA distributions. We allow for the errors to be correlated at the individual level.

The parameter of interest is the coefficient on $RMD$, $\alpha_2$, which represents the average effect of a one percent increase in the RMD on IRA distributions, measured as a percent of the account balance. As discussed in Section 2.2, if every individual who is subject to the RMD rules is RMD-constrained, that is, they would prefer to withdraw less than the required amount, this coefficient will be equal to one. Alternatively, if no one is RMD-constrained and every individual withdraws at least their required minimum, the coefficient will be zero. Variation in $RMD_{it}$ comes from within-individual, across-time variation in the RMD. The individual-level RMD is exogenous after controlling for the variables that determine it, which allows us to identify $\alpha_2$.

In our preferred specification, we measure the dependent variable and the RMD as the natural log of the level, instead of as percents. In this specification, $\alpha_2$ also represents an (average) elasticity: it measures the percentage change in IRA distri-

---

26We can include age fixed effects because not all individuals who are the same age have the same RMD.
butions due to a one percent change in the RMD. While point estimates from both specifications suggest a similar elasticity, around 0.6, we view the log specification as preferable because the relationship between IRA balance size and distributions is non-linear.

In general, \( \alpha_2 \) is not equal to \( \alpha_c \), the fraction of RMD-constrained individuals at the 2008 RMD levels, from Section 2.2 for two reasons. First, for the specification given in equation 2.3, we cannot include 2009 because we include year fixed effects and all individuals have an RMD equal to zero in 2009. Second, for the entire 2000-2013 empirical sample, there are similarly aged individuals subject to two separate RMD schedules: the 2000-2001 and the 2002-2014 schedules. We run the following first-differences specification that enables us to include the large, unexpected changes in RMDs induced by the 2009 policy suspension:

\[
\Delta \ln(d_{it}) = \alpha_2 \Delta \ln(RMD_{it}) + \alpha_3 \Delta X_{it} + \mu_{it}
\]

(2.4)

We include time and age-group fixed effects and changes in the covariates included in the previous specification. The coefficient \( \alpha_2 \) measures the effect of an unexpected change in the RMD on distributions. Because the 2009 policy suspension did not go into effect until December 23, 2008 and, it is unlikely that distributions in 2008 were affected.

**Results**

Tables 2.3 and 2.4 show the regression results for equation 2.3 for the RMD Sample, excluding the year 2009 (the year of the RMD holiday). In our preferred specification, with the results shown in Table 2.4 Column (3), the estimated coefficient on the natural log of the RMD indicates that a 10% increase in the RMD causes a 5.82% increase in IRA distributions. The coefficient on the RMD is statistically significant.
at the 1 percent level across all specifications. The magnitudes of the estimates suggest that the RMD rules have a substantial effect on IRA distributions. While the estimated coefficient on marital status is inconsistent across specifications, it is often negative, which is consistent with married households having more resources in retirement than unmarried households. Surprisingly, individuals with spouses 10 or more years younger have larger distributions than singles or those with spouses closer in age. Finally, account size and distributions exhibit a sizable and strong relationship: the estimates in our preferred specification suggest that a 10% increase in IRA balance size is associated with a 33% increase in distributions. Because all of these non-RMD covariates are likely endogenous, we cannot attribute causality to the estimated coefficients associated with them.

Table 2.5 shows the regression results for the first differences specification shown in equation 2.4. The first column presents the first differences estimates for all years, including 2009. The coefficient estimates are similar to those in the levels specification (Column 3 of Table 2.4) and show that a 10% increase in the RMD causes a 5.4% increase in distributions. Column 2 presents the results for all years excluding the change from 2008 to 2009, while Column 3 presents the results just for the change from 2008 to 2009. The estimates indicate that an unexpected change in the RMD has a larger effect (0.61) on distributions than an expected change in the RMD (0.49). In the last column, we present results from a specification that includes an interaction between the (change in the) natural log of the RMD and the (change in the) natural log of the IRA balance. As expected, the interaction term is negative: account holders who experienced larger increases in their balance between 2008 and 2009 were less responsive to the change in the RMD induced by the policy suspension than those who experience small (or negative) changes in their account balances.
2.4.3 Counterfactual Densities of IRA Distributions

The estimating equation discussed in the previous section is confined to studying the average effect of RMDs. In this section, we consider the effect of RMDs on the entire density of IRA distributions. To illustrate the importance of studying the entire density, Figure 2.17 and Figure 2.18 show the densities of IRA distributions among 73-, 75-, 80-, and 85-year olds from 2005-2008 and 2008-2009, respectively. In years other than 2009, the density for a particular age group is very consistent. In contrast, Figure 2.18 shows substantially different densities of IRA distributions among 73-, 75-, 80-, and 85-year olds in 2009 relative to 2008. The value of the RMD according to the Uniform Lifetime Table is shown by the vertical line. For example, the RMD shown in panel (b), for 75-year olds, is 4.37% which applied to over 96% of 75-year olds with IRAs in 2008. The figure shows clear evidence that RMDs affect the lower tails of the densities of IRA distributions across all age groups. This suggests that a large proportion of individuals are RMD-constrained, which is consistent with the reduced-form results of the previous section.

Below, we discuss the procedure we use to estimate a counterfactual density of IRA distributions for each RMD-constrained age group in 2009. For example, consider unmarried 75-year olds (or those with spouses not more than 10 years younger): before and after 2009, these individuals faced an RMD of 4.37% of their account balance. We observe the actual distribution of IRA distributions for 75-year olds in 2008 and 75-year olds in 2009, as shown in panel (b) of Figure 2.18. However, the 75-year olds in 2009 did not have a required distribution and the mass at a distribution level of 0 increased. The purpose of the method presented here is to estimate the density of IRA distributions of 75-year olds in 2009 as if RMDs had not been suspended.
The observed 2008 distribution for 75-year olds is not a perfect counterfactual for that of 75-year olds in 2009 for 2 reasons. First, macroeconomic factors changed substantially and, therefore, the density for 75-year olds in 2009 may have been different from that of the same age group in 2008 independent of the RMD suspension. Second, 75-year olds in 2008 are not the same individuals as 75-year olds in 2009: if the characteristics associated with the density of IRA distributions for 75-year olds vary over time, the same age group from a different year is not a perfect comparison group.

To address these concerns, we use the method developed in DiNardo et al. (1996), referred to as “DFL”, which was developed to estimate counterfactual wage densities associated with institutional features of the U.S. labor market, such as the minimum wage or unionization rates. The method is well suited to a decomposition of changes in the distribution of IRA distributions in 2009 because it allows for us to separate the effect of time-varying characteristics associated with distribution behavior from the 2009 RMD suspension. The DFL method is a generalization of the Oaxaca-Blinder wage decomposition, which uses regression techniques to measure how the average wage of one group (e.g. women) would be different if they had the characteristics of another group (e.g. men). While the Oaxaca-Blinder method focuses on mean wages, the DFL method generalizes measurement to the entire wage distribution.

Our formal explanation of the method follows DFL. We use 75-year olds in 2008 and 2009 as an example, though in our empirical implementation we use the method for all RMD-constrained age groups and various years. We limit our analysis to individuals subject to RMDs given by the Uniform Lifetime Table so that we can hold
constant the RMD – measured as a percent of account balance – for all similarly aged individuals.\footnote{We omit the less than 4% of individuals subject to a different RMD schedule due to a spousal age gap of over 10 years. Their RMD schedule is not conducive to implementing the estimation methods presented here.}

Consider each observation in the pooled dataset as a vector \((d, z, t)\), where \(d\) is an IRA distribution measured as a percent of the IRA account balance, \(z\) contains individual characteristics, and \(t\) takes on one of two year values (2008 or 2009). Each individual observation belongs to the joint distribution \(F(d, z, t)\) of distributions, individual characteristics, and dates. The joint distribution of IRA distributions and characteristics at one point in time is the conditional distribution \(F(d, z|t)\). For a particular age group, this joint distribution may depend on distributional characteristics, such as the RMD measured as a percent of the account balance that must be withdrawn, \(RMD_t\). The density of IRA distributions at one point in time, \(f_t(d)\), is written as the integral of the density of distributions conditional on a set of individual characteristics and date \(t_d\), \(f(d|z, t_d; RMD_t)\) over the distribution of individual characteristics \(F(z|t_z)\) at date \(t_z\):

\[
f_t(d) = \int_z dF(d, z|t_{d, z} = t; RMD_t) = \int_z f(d|z, t_d = t; RMD_t) dF(z|t_z = t) \equiv f(d; t_d = t, t_z = t, RMD_t)
\]

(2.5)

Therefore, while \(f(d; t_d = 2009, t_z = 2009, RMD_{2009})\) represents the actual density of IRA distributions in 2009 among 75-year olds, \(f(d; t_d = 2009, t_z = 2009, RMD_{2008})\) represents the density that would have prevailed in 2009 if the RMD of 75-year olds had been that of the 2008 cohort, keeping the individual characteristics of the 2009 75-year old cohort the same.
To construct the counterfactual density of interest \( f(d; t_d = 2009, t_z = 2009, RMD_{2008}) \), we need to make the following assumptions. First, we need to assume that the RMD has no spillover effects on the distribution of IRA distributions above the RMD. That is, for any two values \( RMD_0 \) and \( RMD_1 \) of the RMD with \( RMD_0 \leq RMD_1 \), the conditional densities \( f(d|z, t_d; RMD_0) \) and \( f(d|z, t_d; RMD_1) \) are the same for IRA distributions above the highest value of the RMD, which is \( RMD_1 \). Formally, this implies:

\[
[1 - I(d \leq RMD_1)] f(d|z, t_d; RMD_0) = [1 - I(d \leq RMD_1)] f(d|z, t_d; RMD_1) \quad (2.6)
\]

where \( I(\cdot) \) is the indicator function. This assumption will be satisfied if individuals maximize their utility by choosing how much to withdraw from their IRA account, compare that amount to their RMD, and either distribute an amount equal to their optimum or, in the case where their optimal distribution is less than the RMD, take their RMD. However, the assumption will be violated if individuals “target” their distribution according to the RMD. For example, if the schedule requires that an individual distribute 4.37% of their account and their decision rule is to withdraw this amount plus 2 percentage points the assumption will be violated. In Section 2.4.4, we provide empirical evidence that this assumption is satisfied. In our implementation, we use the RMD plus one percentage point to allow for rounding error.\(^{28}\)

The second assumption is that the shape of the conditional density of real IRA distributions at or below the RMD only depends on the value of the RMD. For two years, \( t_0 \) and \( t_1 \), and two values of the RMD, \( RMD_0 \) and \( RMD_1 \) with \( RMD_0 \leq RMD_1 \), the shape of the conditional density \( f(d|z, t_0; RMD_1) \) that would prevail at \( t_0 \) if the RMD were \( RMD_1 \) is proportional to the shape of the conditional density

\(^{28}\)We are conducting analysis to determine the optimal threshold value.
\( f(d|z, t_1; RMD_1) \) for IRA distributions at or below the highest value of the RMD, \( RMD_1 \). In other words, for IRA distributions that are at or below the value of the 2008 RMD, the conditional density of distributions that would prevail in 2009 if the RMD were at the 2008 level instead of equal to zero is proportional to the conditional density of IRA distributions in 2008. This implies:

\[
I(d \leq RMD_{2008}) f(d|z, t_d = 2008; RMD_{2008}) = \psi_d(z, RMD_{2008}) I(d \leq RMD_{2008}) f(d|z, t_d = 2009; RMD_{2008})
\]

(2.7)

where \( \psi_d(\cdot) \) is a re-weighting function to be defined below. This assumption will be violated if the distribution behavior of individuals who do not comply with the RMD rules changes over time. We find no empirical evidence that this assumption is violated: for example, the RMD compliance rate is relatively stable over time.\(^{29}\)

Finally, the third assumption is that the RMD has no effect on the probability of having an IRA among individuals subject to RMD rules. This assumption rules out extensive margin effects of the RMD rules. Opening an account in response to RMD rules is unlikely to occur, as individuals subject to RMD rules are ineligible to open an account. Keeping open an account that would have otherwise being closed is also unlikely, as ceteris paribus RMD rules restrict IRA use. Closing an account in response to the rules, however, is potentially a concern. There is graphical evidence of a small increase in total distributions among 70.5 year olds. Because of this and timing issues associated with the RMD rules for 70.5-72 year olds, we do not use the DFL method to construct counterfactual densities for these age groups. In Section 2.4.5,\(^{29}\) An exception is 2001, when there was a 4 percentage point decrease in the percentage of individuals who satisfy their RMD.

\(^{29}\) An exception is 2001, when there was a 4 percentage point decrease in the percentage of individuals who satisfy their RMD.
we discuss this in more detail and provide empirical evidence that the assumption is
reasonable for the older age groups.

We construct a 2009 conditional density with the RMD at its 2008 level by
selecting the part of the 2009 density above $RMD_{2008}$ and the part of the 2008 density
at or below $RMD_{2008}$ with an indicator function. To make sure the overall counter-
factual density integrates to one, we pre-multiply the 2008 density by a re-weighting
function $\psi_d(z, RMD_{2008})$. Formally, this implies:

\begin{equation}
\begin{aligned}
f(d|z, t_d = 2009; RMD_{2008}) &= I(d \leq RMD_{2008})\psi_d(z, RMD_{2008})f(d|z, t_d = 2008; RMD_{2008}) \\
&\quad + [1 - I(d \leq RMD_{2008})]f(d|z, t_d = 2008; RMD_{2008}) \\
&= \int_{d \leq RMD_{2008}} \psi_d(z, RMD_{2008})f(d|z, t_d = 2008; RMD_{2008})dF(z|t_z = 2009) \\
&\quad + [1 - I(d \leq RMD_{2008})]f(d|z, t_d = 2008; RMD_{2008})dF(z|t_z = 2009) \\
&= \int I(d \leq RMD_{2008})\psi_d(z, RMD_{2008})f(d|z, t_d = 2008; RMD_{2008})\psi_d(z)^{-1}dF(z|t_z = 2008) \\
&\quad + [1 - I(d \leq RMD_{2008})]f(d|z, t_d = 2008; RMD_{2008})dF(z|t_z = 2009)
\end{aligned}
\end{equation}

(2.8)

where the re-weighting function $\psi_d(z, RMD_{2008}) = \frac{Pr(d \leq RMD_{2008}|z, t_d = 2009)}{Pr(d \leq RMD_{2008}|z, t_d = 2008)}$. To obtain
the effect of the RMD on the overall distribution of IRA distributions in 2009, we inte-
grate the conditional density given by equation 2.8 over the distribution of individual
characteristics:

\begin{equation}
\begin{aligned}
f(d; t_d = 2009, t_z = 2009; RMD_{2008}) &= \int f(d|z, t_d = 2009; RMD_{2008})dF(z|t_z = 2009) \\
&= \int I(d \leq RMD_{2008})\psi_d(z, RMD_{2008})f(d|z, t_d = 2008; RMD_{2008})dF(z|t_z = 2009) \\
&\quad + [1 - I(d \leq RMD_{2008})]f(d|z, t_d = 2008; RMD_{2008})dF(z|t_z = 2009) \\
&= \int I(d \leq RMD_{2008})\psi_d(z, RMD_{2008})f(d|z, t_d = 2008; RMD_{2008})\psi_d(z)^{-1}dF(z|t_z = 2008) \\
&\quad + [1 - I(d \leq RMD_{2008})]f(d|z, t_d = 2008; RMD_{2008})dF(z|t_z = 2009)
\end{aligned}
\end{equation}

(2.9)
where the re-weighting function \( \psi_z(z)^{-1} = \frac{Pr(t_z = 2009|z)}{Pr(t_z = 2008|z)} \cdot \frac{Pr(t_z = 2008)}{Pr(t_z = 2009)} \) and the product of the two re-weighting functions in equation 2.9 is given by:

\[
\psi(z, \text{RMD}_{2008}) \equiv \psi_d(z, \text{RMD}_{2008}) \cdot \psi_z(z)^{-1} = \frac{Pr(t_d = 2009|z, d \leq \text{RMD}_{2008})}{Pr(t_d = 2008|z, d \leq \text{RMD}_{2008})} \cdot \frac{Pr(t_z = 2008)}{Pr(t_z = 2009)}
\]  

(2.10)

In the DFL method, the two dates are viewed as possible events in the date space: therefore, the unconditional probabilities in the above equation, \( Pr(t_z = 2008) \) and \( Pr(t_z = 2009) \), are equal to the number of observations in the respective year divided by the total number of observations in the pooled dataset. To measure the conditional probability terms, we estimate the probability of being at date \( t \), given certain individual characteristics and an IRA distribution below the 2008 RMD using a probit model

\[
Pr(t_d = t|z, d \leq \text{RMD}_{2008}) = Pr(\epsilon > -\beta' H(z)) = 1 - \Phi(-\beta' H(z))
\]  

(2.11)

where \( \Phi(\cdot) \) is the cumulative normal distribution and \( H(x) \) is a vector of covariates that is a function of \( x \). We construct the vector \( H(x) \) to consist of: a gender dummy, imputed marital status, a quartic of the previous year account balance, Social Security benefits, wage income, taxable pension benefits, and income from interest, dividends, and capital gains.\(^{30}\) We estimate the probit model by pooling observations from 2008 and 2009 that have IRA distributions, measured as a percent of the account balance, smaller or equal to the 2008 RMD. In the empirical implementation, we use the RMD plus 1 percentage point (e.g. 5.37) because of the abnormal concentration of

\(^{30}\)For a large subset of individuals in our sample, we also explored including the effect of median housing prices at the zip-code level. The results for the subsample with this inclusion are similar as to that for the entire sample without.
distributions just above the RMD (4.37), which suggests either small spillover effects or rounding. We discuss potential spillover effects in the next section.

RESULTS

Figure 2.22 shows the 2009 actual and counterfactual densities using 2008 as the baseline year for four age groups: 73-, 75-, 80-, and 85-year olds. Each graph shows the actual density (the solid line) in contrast with the estimated counterfactual density (dotted line) that would have prevailed if the RMD rules had not been suspended in 2009, holding individual characteristics at 2009 levels. The age group-specific RMD level according to the Uniform Lifetime Table is represented by a vertical line, which increases across age groups. We limit the horizontal axis to distributions that are 15% of the account balance or less because this is where the differences between actual and counterfactual densities are located.31

Our graphical evidence suggests a large fraction of individuals are RMD-constrained across all age groups. The shift in mass from the age group-specific RMD to 0 is consistent with the 2009 RMD suspension inducing many individuals to suspend their distributions. Table 2.6 shows the difference in density between the 2009 actual and counterfactual densities (within half a percentage point) at two points: 0 and the level of the 2008 RMD, across all age groups. For example, among 73-year olds, 39% of individuals are RMD-constrained at the 2008 RMD level, with nearly 40% of them suspending distributions when not subject to the RMD rules, and the remainder taking distributions in 2009 between 0 and the 2008 RMD. As Figure 2.22 and Table 2.6 elucidate, there is heterogeneity in the difference in density at the RMD across age groups. In general, as individuals age, approximately the same proportion (41%) are RMD-constrained at current RMD levels. However, a smaller proportion

31Approximately 85% of the total mass is included with the 15% cut-off.
proportion prefer to suspend distributions completely and instead prefer to take a distribution between zero and the current RMD.

The difference in density at the RMD, 0.39 for 73-year olds, is an estimate of the proportion of RMD-constrained individuals $\alpha_c$ from Section 2.2 in a simple world with no inattention or inertia. However, all of the empirical evidence shows there is a substantial proportion of people in each age group who take a distribution very similar to the RMD they would have been subject to if the RMD suspension had not occurred. Figure 2.3 provides evidence of these potential optimization frictions. Individuals younger than 70.5 years take an average distribution of 6.2% in 2008-2010, with no statistically significant difference in 2009. In years other than 2009, the average distribution jumps by 76% to 10.9% for 70.5-year olds, with a 13.1% average among all individuals subject to the RMD rules. In contrast, in 2009, the average distribution among 70.5-year olds is 8.2%, which is a much smaller increase than in other years, but still a 32% increase. Similarly, the average distribution among all individuals subject to the RMD rules is around 20% lower in 2009 compared to non-2009 years, at 10.4%. To explore this issue further, we calculate the proportion of individuals who made a withdrawal within half a percentage point of their RMD in 2009, shown in the last column of Table 2.6. Approximately 20% of individuals made such a withdrawal, a substantial fraction given that only for a very limited set of circumstances is the RMD an optimal distribution, as discussed in Brown et al. (2014) and Sun and Webb (2012). The fraction increases slightly with age.

The most likely explanation for the "extra" mass located at the phantom RMD in 2009 is inattention. In a survey of TIAA-CREF participants, Brown, Poterba, and Richardson (BPR) document that 45% of individuals either did not know about or did not remember the temporary suspension. In addition, BPR provide evidence suggesting a large fraction of retirees view the RMD rules as a form of financial planning.
advice from policymakers. In recent work, Gelber et al. (2015) document earnings adjustment frictions in response to changes in the Social Security Annual Earnings Test among U.S. retirees from 1983 to 1999. They find that among this group of retirees, the fixed cost associated with adjustment is $280: if the gains associated with adjusting to policy changes exceed this level, then individuals adjust their earnings. In addition, bunching at old kink points dissipates by 3 years after the policy changes. While our sample is different from that of Gelber et al. (2015), our (suggestive) evidence of frictions is consistent with their findings. We expect that if the RMD rules were permanently removed, the mass at the pre-removal RMD would gradually disappear. Because of the apparent optimization frictions, for example due to inattention, the difference in density at the RMD is a lower bound on $\alpha_c$ at existing RMD levels.

The densities presented in Figure 2.22 use 2008 as the baseline year from which the 2009 counterfactual densities are estimated. However, 2008 may not be a good control year because macroeconomic factors associated with the Great Recession that could affect distribution behavior were shifting. Therefore, we also construct counterfactual densities using 2006, 2007, 2010 and 2011 as the baseline. The results for 75-year olds are shown in Figure 2.23. Estimates of the counterfactual density is robust across baseline years, with larger mass at the RMD for 2010 compared to 2006, 2007 and 2011.

---

32 Specifically, they find that half of the 403(b) participants in their sample agreed that "...required minimum distribution [provide] ... some guidance on how much you can spend each year for the rest of your life without running out of money."

33 Friedberg (2000) established that there was substantial bunching among Social Security beneficiaries and that the bunching shifts in response to changes in the earnings test kink.

34 We are working to estimate a frictionless measure of $\alpha_c$.

35 Figure 2.17 suggests that individuals not subject to the rules did not take substantially different distributions in 2009 relative to 2008, which is also supported in Poterba et al. (2013).
As discussed in the previous section, the DFL method is sensitive to the empirical threshold value used as the RMD.\(^{36}\) In Figure 2.24, we show counterfactual densities with 2008 as the baseline year and varying RMD threshold values. To generate the baseline graphs presented above, we use a threshold value of 1: that is, for an RMD value equal to 4.37, we use a value of 5.37 \((1 + 4.37)\) as the point below which the counterfactual is estimated. As Figure 2.24 shows, a threshold value of 0 generates a counterfactual density with too little mass immediately to the right of the actual RMD. Threshold values of 0.5-0.63 provide a smoother counterfactual. In our main specifications, we use a threshold value of 1 to allow for RMD spillovers further in the distribution. The empirical cost associated with increasing the threshold value is that a larger portion of the counterfactual density is estimated, as opposed to using the actual density in 2009.

In our first-differences specification shown in equation 2.4, we find an average RMD elasticity of 0.6. In a context with perfect compliance and for the special case where the difference is measured from 2008 to 2009 exclusively, the coefficient on \(\alpha_2\) is equal to \(\alpha_c\) and measures the (average) fraction of individuals who are RMD-constrained at current RMD levels. Using the DFL estimation strategy, the (weighted) average of the fraction of individuals who are RMD-constrained at current levels is 0.41. To further explore why these estimates from the two strategies differ, we present results from a regression of equation 2.4 for a subset of the original regression sample: we create a DFL-comparable sample that is limited to individuals aged 73 - 85 who are subject to the Uniform Lifetime RMD schedule. In addition, because of imperfect compliance, we limit the regression sample to individuals who complied in 2008, i.e. those who took a distribution at least as large as their RMD. The results are shown

\(^{36}\)This is a common issue that needs to be addressed when using the DFL method. DFL use the log of $3.00 instead of the log of the actual (1979) minimum wage of $2.90 because of spillovers, for example due to rounding error.
in Table 2.7. The coefficient on the (change in) the natural log of the RMD is 0.437 and more in line with the DFL estimates of the fraction of RMD-constrained among individuals ages 73-85. The difference between the estimated elasticity for the DFL-comparable sample and the entire sample is likely due to heterogeneous responses among individuals between the ages of 70.5 and 72, older than 85, and the imperfect compliers.

2.4.4 Determinants of 2009 RMD Suspension

In this section, we discuss the characteristics of individuals who suspended distributions in 2009. We define “suspenders” as individuals who: (1) had a positive IRA balance at the end of 2008, (2) did not take a distribution in 2009, and (3) took a normal distribution in 2008. Under this definition, 35% of individuals are suspenders in 2009 – very similar to the findings of BPR.

First, we examine suspenders’ 2008 IRA distributions. In Section 2.2, we hypothesize that only people constrained by the RMD rules at the pre-2009 levels will suspend their distributions in 2009. Here, we test whether suspenders appear to be RMD-constrained in the previous year. Figure 2.25 shows graphs of the 2008 densities for 73-, 75-, 80-, and 85-year olds. Individuals in the “Everyone” category had a positive IRA balance at the end of 2008. The graphs are consistent with our hypothesis: compared to everyone, suspenders are much more likely to have been taking exactly their RMD in 2008. Figure 2.26 shows the analogous 2008 distributions for all individuals who did not take a 2009 distribution: that is, this includes suspenders and individuals who did not take a distribution in 2008. In 2009, 37.4% of individuals did not take a distribution, which includes individuals who may be non-compliers. Ignoring

37 Several other hypotheses are consistent with suspension, including beliefs that asset valuations were temporarily depressed in 2009.
non-compliers would likely lead to an overestimate of the intensive margin effect, as non-compliers likely did not suspend their distributions in 2009 due to the policy and would have taken a zero distribution regardless.

We find that 65% of individuals in 2008 choose distributions amounts within 1 percentage point of their RMD. The probability of suspending in 2009, conditional on having a 2008 distribution that is within one percentage point of the RMD, is 41.1%. However, the probability of suspending in 2009 conditional on having a 2008 distribution that is more than one percentage point larger than the RMD is 16.6%. While Brown et al. find a small difference in the probability of suspending between these two groups, our results suggest that “suspenders” in 2009 are precisely those we expect to suspend: the RMD-constrained. Figure 2.25 provides visual evidence of this difference: the suspension probability is clearly decreasing in the difference between the previous years’ distribution and RMD.

Next, we run probit regressions with the dependent variable as an indicator variable for being a 2009 suspender, similar to those in BPR. We include the following regressors: age group dummy variables, gender, marital status, the natural log of IRA balance in 2008, and the difference between the 2008 distribution and RMD, both measured as a percent of account balance. 2.8 displays the marginal effects from 2 specifications, one without and one with the last regressor: the difference between the 2008 distribution and RMD. Similar to BPR, we find the probability of suspension declines with age: the marginal effect is negative and statistically significant for all age groups older than the 70.5-74 group (the omitted group). In addition, we find that women and married individuals were more likely to suspend, and the suspension probability is increasing in the 2008 account balance. While BPR also find that married individuals were more likely to suspend, they find that men were more likely to suspend.
The first assumption of DFL is that there are no spillover effects of the RMD for IRA distributions above the RMD. While we cannot test this assumption directly, the evidence presented in this section provides strong support for the assumption. Individuals who take a distribution equal to or less than their RMD when required – and who suspend distributions when offered the opportunity – are likely influenced by RMD rules. If Figure 2.25 instead showed that most suspenders had 2008 distributions well above their RMD, we would view that as evidence in violation of the assumption.

2.4.5 Effect of the RMD on Total Distributions

The third DFL assumption is that the RMD has no effect on the probability of having an IRA among the individuals subject to the RMD rules. This assumption rules out extensive margin effects of the RMD rules. In essence, we assume that the (suspension of the) RMD rules do not induce individuals to close their IRAs. Given that the policy change we use for identification is a suspension, the relevant question is whether some individuals who would have taken a total distribution in 2008, and thus not been a part of our sample in 2009, instead chose to keep their IRAs because of the policy. However, the timing of the policy precludes violation of this assumption.

The policy was signed into law December 23, 2008 as part of the Worker, Retiree, and Employer Recovery Act of 2008. Because of the timing associated with the policy, namely that it occurred at the end of the year, it is highly unlikely that individuals who otherwise would have closed their accounts chose not to because of the policy at the end of 2008. Empirically, we do not see a decrease in the proportion of individuals who take a total distribution in 2008.\textsuperscript{38}

\textsuperscript{38}This may be partly attributable to market conditions, as individuals would not want to sell off all of their assets when the value of those assets is low.
We observe an effect of the RMD rules on the probability of taking a total distribution for 70.5-year olds. Figures 2.3 and 2.2 show the average size of total distributions and the percent that take total distributions by age group, respectively, for 2008-2010. The average size of distributions increases at age 70.5 by nearly 5 percentage points before decreasing slightly and eventually increasing for ages 74 and older. The extra “bump” at age 70.5 shown in Figure 2.3 is attributable to an increase in total distributions that occur at age 70.5 when individuals are first subject to the RMD rules. This is also shown in Figure 2.2. Figure 2.21 displays the average size of distributions across age groups after removing individual-year observations in which the individual makes a total distribution.

The year in which an individual turns 70.5 is the first year that they are subject to the RMD rules. Because there is a cost associated with complying with the rules, it may be that compliance costs for the marginal individual induces account closure. Figure 2.15 shows the average size of total distributions by age group. Among individuals who make a total distribution, the average size of the distribution declines substantially at age 70.5. This suggests individuals with smaller accounts are less willing to incur the cost associated with complying. In fact, Figure 2.15 shows that in 2009 when the cost of complying was zero, there is a smaller increase in the percent of 70.5-year olds with a total distribution relative to other years. Surprisingly, there is no offsetting increase in total distributions in 2010 among the individuals in their first year of being subject to the RMD rules in 2009.

2.4.6 Who Takes Distributions Near the RMD Threshold?

We expect the income profiles of those with IRA distributions near the RMD threshold to systematically differ from those with IRA distributions exceeding the thresholds. In particular, we expect individuals taking distributions near the minimum to have
higher incomes, for two reasons. First, individuals with less non-IRA income sources may need to draw down their IRAs for consumption. Second, individuals may engage in tax-smoothing, whereby they take IRA distributions – taxed at ordinary income rates – during low-tax years.

Table 2.9 compares average and median income values, along with traditional IRA balances, for those near the RMD threshold (i.e. within 0.5 percentage points in absolute value) and those in excess of the threshold. As expected, individuals with distributions near the RMD threshold have higher adjusted gross incomes on average (and at the median), despite having lower taxable IRA distributions. This holds for all non-IRA distribution sub-types of income we analyzed – interest, dividends, business, Social Security, and pensions – except capital gains. It also holds for both single and married tax units.

Next, we analyze patterns over time at the individual level. That is, we make use of the panel aspects of our data, and compare income amounts in years where an individual takes distributions near the RMD threshold to years their distributions exceed the threshold. We expect the former to be larger than the latter, to the extent individuals are tax smoothing or need to consume out of their IRA in low-income years. However, after limiting the sample to those individuals with distributions near their RMD threshold in at least one year, we find no discernible difference between the two.

2.5 DISCUSSION

Traditional IRAs are an increasingly important vehicle for retirement savings. From 2000 to 2013, the percentage of Americans age 60 or older with an IRA increased from 29% to 35%. The same time period saw a doubling in the real wealth held in IRAs.
by these individuals, from $1.9 trillion in 2000 to $3.8 trillion in 2013 (both measured in 2014 dollars). While there is a large literature that studies the effect of retirement savings policies on contributions to retirement savings accounts, relatively few studies have analyzed the effect of decumulation policies on withdrawals from these accounts. In order to make recommendations with regard to optimal retirement savings policy, research is required on the effect of current policy on saving and consumption during both working-age and retirement-age years. In this chapter, we inform the latter.

We examine the effects of the Required Minimum Distribution (RMD) rules – which affect IRAs, 401(k)s, and similar plans – on distributions from IRAs. To study these effects, we use a 16-year panel of administrative tax data that contains information on taxpayer IRAs and distributions. We exploit the 2009 suspension of RMD rules to identify their effect on distributions across age groups. We find that the rules have a large effect; we estimate that 41% of individuals would prefer to take an IRA distribution less than their required minimum. Using the semiparametric procedure developed by DiNardo, Fortin, and Lemieux (1996), we estimate the counterfactual density of IRA distributions that would have prevailed in 2009 if the rules had not been suspended. This allows us to separate the effect of time-varying characteristics associated with distribution behavior from the 2009 RMD suspension.

In addition to studying the distributional effects of the rules, we discuss the characteristics of those who suspended their distributions in 2009. We also document an extensive margin effect among individuals newly subject to the rules. Immediately upon aging into the population affected by RMD rules, retirees exhibit a higher probability of emptying their accounts. We also provide evidence suggestive of optimization frictions in retiree’s financial decisions. When the RMD rules were suspended, a large fraction of individuals withdrew an amount equal to the phantom RMD they would have been subject to if the rules were not suspended. A future goal of this
research project is to theoretically model and empirically estimate the magnitude of these frictions. Note that distributions near the phantom RMD could also plausibly be explained by retirees taking the RMD schedule as a form of officially-sanctioned advice. Research elsewhere suggests a significant fraction of individuals indeed take this view (Brown et al., 2014).

Our analysis is focused on decumulation of Traditional IRAs because these assets represent a large fraction of overall wealth, are subject to RMD rules, and have account balance and distribution information reported to the IRS. Other types of retirement accounts, such as 401(k)s and Roth IRAs, do not share all of these features, nor do ordinary savings accounts or non-retirement investment accounts. However, many retirees face a simultaneous decumulation problem with several options for financing consumption. A full theoretical and empirical treatment of such a problem is beyond the scope of this chapter, but future research on this issue may yield further insights into the effects of RMD policy on the dis-savings decisions of retirees.
### Table 2.1: Summary Statistics for Entire 5% Sample, 2000-2013

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Min</th>
<th>Max</th>
<th>Observations (Millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>71.72</td>
<td>8.94</td>
<td>60</td>
<td>100</td>
<td>37.58</td>
</tr>
<tr>
<td>#Years in Sample</td>
<td>12.17</td>
<td>4.07</td>
<td>1</td>
<td>16</td>
<td>37.58</td>
</tr>
<tr>
<td>Form 1040</td>
<td>0.73</td>
<td>0.44</td>
<td>0</td>
<td>1</td>
<td>37.58</td>
</tr>
<tr>
<td>Form 5498</td>
<td>0.36</td>
<td>0.48</td>
<td>0</td>
<td>1</td>
<td>37.58</td>
</tr>
<tr>
<td>Form 1099-R</td>
<td>0.54</td>
<td>0.50</td>
<td>0</td>
<td>1</td>
<td>37.58</td>
</tr>
<tr>
<td>Form 5329</td>
<td>0.00</td>
<td>0.04</td>
<td>0</td>
<td>1</td>
<td>37.58</td>
</tr>
<tr>
<td>Form 1099-INT</td>
<td>0.55</td>
<td>0.50</td>
<td>0</td>
<td>1</td>
<td>37.58</td>
</tr>
<tr>
<td>Form 1099-DIV</td>
<td>0.29</td>
<td>0.46</td>
<td>0</td>
<td>1</td>
<td>37.58</td>
</tr>
<tr>
<td>Form W-2</td>
<td>0.28</td>
<td>0.45</td>
<td>0</td>
<td>1</td>
<td>37.58</td>
</tr>
<tr>
<td>Deceased</td>
<td>0.30</td>
<td>0.46</td>
<td>0</td>
<td>1</td>
<td>37.58</td>
</tr>
<tr>
<td>Married (Including Non-Filer Imputation)</td>
<td>0.61</td>
<td>0.49</td>
<td>0</td>
<td>1</td>
<td>34.06</td>
</tr>
<tr>
<td>IRA Balance Indicator</td>
<td>0.35</td>
<td>0.48</td>
<td>0</td>
<td>1</td>
<td>37.58</td>
</tr>
<tr>
<td>IRA Balance Size</td>
<td>151,604</td>
<td>5,936,713</td>
<td>1</td>
<td>*</td>
<td>13.16</td>
</tr>
<tr>
<td>#Years with Positive IRA Balance</td>
<td>4.17</td>
<td>5.68</td>
<td>0</td>
<td>15</td>
<td>37.58</td>
</tr>
<tr>
<td>Normal Distribution Indicator</td>
<td>0.19</td>
<td>0.40</td>
<td>0</td>
<td>1</td>
<td>37.58</td>
</tr>
<tr>
<td>Normal Distribution as % of Balance</td>
<td>0.15</td>
<td>0.23</td>
<td>0</td>
<td>1.03</td>
<td>6.93</td>
</tr>
<tr>
<td>Normal Distribution in Levels</td>
<td>12.991</td>
<td>34,139</td>
<td>1</td>
<td>*</td>
<td>7.32</td>
</tr>
<tr>
<td>Total Distribution Indicator</td>
<td>0.04</td>
<td>0.19</td>
<td>0</td>
<td>1</td>
<td>12.51</td>
</tr>
<tr>
<td>Total Distribution in Levels</td>
<td>46,972</td>
<td>177,686</td>
<td>1</td>
<td>*</td>
<td>0.46</td>
</tr>
<tr>
<td>Inheritance Distribution</td>
<td>0.05</td>
<td>0.23</td>
<td>0</td>
<td>1</td>
<td>37.58</td>
</tr>
<tr>
<td>Roth Conversion</td>
<td>0.00</td>
<td>0.06</td>
<td>0</td>
<td>1</td>
<td>13.16</td>
</tr>
<tr>
<td>Positive RMD</td>
<td>0.16</td>
<td>0.36</td>
<td>0</td>
<td>1</td>
<td>37.58</td>
</tr>
</tbody>
</table>

Summary statistics for the 5% sample, drawn from the universe of tax and information returns, representative of the population of individuals age 60 and older for the years 2000 through 2013. We exclude observations in the top 1% of distributions measured as a percent of the previous year's account balance (more than 103%). We also exclude the tax year observations of individuals who die in the current year, a previous year, or the following year. Finally, we exclude individuals who have no tax or information returns in any year during our sample period. Dollar figures are presented in inflation-adjusted 2014 dollars.

*Omitted to protect taxpayer privacy.*
Table 2.2: Summary Statistics for Empirical Samples, 2000-2013

<table>
<thead>
<tr>
<th>Variable</th>
<th>IRA Holders Sample</th>
<th>Observations</th>
<th>RMD Sample</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>(Millions)</td>
<td>Mean</td>
<td>(Millions)</td>
</tr>
<tr>
<td>Age</td>
<td>70.18</td>
<td>16.18</td>
<td>77.18</td>
<td>5.85</td>
</tr>
<tr>
<td>#Years in Sample</td>
<td>12.80</td>
<td>16.18</td>
<td>14.61</td>
<td>5.85</td>
</tr>
<tr>
<td>Form 1040</td>
<td>0.92</td>
<td>16.18</td>
<td>0.90</td>
<td>5.85</td>
</tr>
<tr>
<td>Form 5498</td>
<td>0.82</td>
<td>16.18</td>
<td>0.95</td>
<td>5.85</td>
</tr>
<tr>
<td>Form 1099-R</td>
<td>0.72</td>
<td>16.18</td>
<td>0.97</td>
<td>5.85</td>
</tr>
<tr>
<td>Form 5329</td>
<td>0.00</td>
<td>16.18</td>
<td>0.00</td>
<td>5.85</td>
</tr>
<tr>
<td>Form 1099-INT</td>
<td>0.71</td>
<td>16.18</td>
<td>0.79</td>
<td>5.85</td>
</tr>
<tr>
<td>Form 1099-DIV</td>
<td>0.46</td>
<td>16.18</td>
<td>0.55</td>
<td>5.85</td>
</tr>
<tr>
<td>Form W-2</td>
<td>0.34</td>
<td>16.18</td>
<td>0.14</td>
<td>5.85</td>
</tr>
<tr>
<td>Married (Conditional on Filing)</td>
<td>0.72</td>
<td>14.88</td>
<td>0.65</td>
<td>5.29</td>
</tr>
<tr>
<td>IRA Balance Indicator</td>
<td>0.81</td>
<td>16.18</td>
<td>0.95</td>
<td>5.85</td>
</tr>
<tr>
<td>IRA Balance Size</td>
<td>151,604</td>
<td>13.16</td>
<td>138,635</td>
<td>5.57</td>
</tr>
<tr>
<td>#Years with Positive IRA Balance</td>
<td>9.69</td>
<td>16.18</td>
<td>12.71</td>
<td>5.85</td>
</tr>
<tr>
<td>Normal Distribution Indicator</td>
<td>0.45</td>
<td>16.18</td>
<td>0.91</td>
<td>5.85</td>
</tr>
<tr>
<td>Normal Distribution as % of Balance</td>
<td>0.15</td>
<td>6.93</td>
<td>0.12</td>
<td>5.28</td>
</tr>
<tr>
<td>Normal Distribution in Levels</td>
<td>13,012</td>
<td>7.26</td>
<td>10,040</td>
<td>5.32</td>
</tr>
<tr>
<td>Total Distribution Indicator</td>
<td>0.04</td>
<td>12.51</td>
<td>0.05</td>
<td>5.85</td>
</tr>
<tr>
<td>Total Distribution in Levels</td>
<td>46,972</td>
<td>0.46</td>
<td>53,229</td>
<td>0.28</td>
</tr>
<tr>
<td>Inheritance Distribution</td>
<td>0.06</td>
<td>16.18</td>
<td>0.08</td>
<td>5.85</td>
</tr>
<tr>
<td>Roth Conversion</td>
<td>0.00</td>
<td>13.16</td>
<td>0.00</td>
<td>5.57</td>
</tr>
<tr>
<td>Positive RMD</td>
<td>0.36</td>
<td>16.18</td>
<td>1.00</td>
<td>5.85</td>
</tr>
<tr>
<td>RMD as % of Balance</td>
<td></td>
<td></td>
<td>0.05</td>
<td>5.85</td>
</tr>
<tr>
<td>RMD in Levels</td>
<td></td>
<td></td>
<td>5,893</td>
<td>5.85</td>
</tr>
<tr>
<td>Positive RMD Excise Tax Penalty</td>
<td></td>
<td></td>
<td>0.00</td>
<td>5.85</td>
</tr>
<tr>
<td>Took First RMD in 70.5 Year</td>
<td></td>
<td></td>
<td>0.84</td>
<td>0.55</td>
</tr>
<tr>
<td>Took 70.5 Year RMD</td>
<td></td>
<td></td>
<td>0.91</td>
<td>0.55</td>
</tr>
</tbody>
</table>

The IRA Holders Sample is the subsample of individuals in the 5% sample who have a positive IRA account balance in at least one year during the 15-year sample period (1999-2014). The RMD Sample is the subset of individuals in the IRA Holders Sample age 70.5 or older and have a positive RMD for the observation year. The RMD Sample excludes individuals in their second year of being RMD-constrained for the year 2000 and individuals in their first year of being RMD-constrained for the year 2013. Dollar figures are presented in inflation-adjusted 2014 dollars.
Table 2.3: Effect of RMD on Distribution as % of Balance

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMD as % of Balance</td>
<td>0.425*</td>
<td>0.506**</td>
<td>0.536**</td>
</tr>
<tr>
<td></td>
<td>(0.169)</td>
<td>(0.170)</td>
<td>(0.166)</td>
</tr>
<tr>
<td>More than 10 years older than spouse</td>
<td>0.008**</td>
<td>0.004</td>
<td>0.023***</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>First Year of RMD</td>
<td>-0.012***</td>
<td>-0.012***</td>
<td>-0.012***</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Second Year of RMD</td>
<td>-0.000</td>
<td>-0.000</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Married</td>
<td>0.007***</td>
<td>-0.023***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td></td>
</tr>
<tr>
<td>IRA Balance (Natural Log)</td>
<td></td>
<td>-0.053***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>Individual FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Year FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Age Group FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>N</td>
<td>5.34 Million</td>
<td>5.27 Million</td>
<td>5.27 Million</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.029</td>
<td>0.029</td>
<td>0.058</td>
</tr>
</tbody>
</table>

Individual fixed effects regressions controlling for the variables that determine an individual’s RMD (age, year, first and second RMD year, and spousal age difference) and the natural log of the previous year account balance from which the RMD percentage applies. The dependent variable is IRA distribution measured as a percent of the previous year account balance. The married variable is binary, and includes both observed and imputed marital statuses. The sample includes all years from 2000 to 2013, excluding 2009. Standard errors are clustered at the individual level.
Table 2.4: Effect of RMD on Distributions - Natural Log Specification

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Log of RMD</td>
<td>0.275***</td>
<td>0.265***</td>
<td>0.582***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.123)</td>
</tr>
<tr>
<td>More than 10 years older than spouse</td>
<td>0.046</td>
<td>0.319***</td>
<td>0.175***</td>
</tr>
<tr>
<td></td>
<td>(0.033)</td>
<td>(0.033)</td>
<td>(0.042)</td>
</tr>
<tr>
<td>First Year of RMD</td>
<td>-0.394***</td>
<td>-0.396***</td>
<td>-0.402***</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(0.011)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>Second Year of RMD</td>
<td>0.027***</td>
<td>0.025***</td>
<td>0.018**</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>Married</td>
<td></td>
<td>-0.360***</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.006)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>IRA Balance (Natural Log)</td>
<td></td>
<td></td>
<td>0.335**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.123)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>X</th>
<th>X</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual FE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year FE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age Group FE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>5.39 Million</td>
<td>5.32 Million</td>
<td>5.27 Million</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.039</td>
<td>0.04</td>
<td>0.084</td>
</tr>
</tbody>
</table>

Individual fixed effects regressions controlling for the variables that determine an individual’s RMD (age, year, first and second RMD year, and spousal age difference) and the natural log of the previous year account balance from which the RMD applies. The dependent variable is the natural log of IRA distributions. The married variable is binary, and includes both observed and imputed marital statuses. The sample includes all years from 2000 to 2013, excluding 2009. Standard errors are clustered at the individual level.
Table 2.5: Effect of RMD on Distributions - First Difference Specifications

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ Natural Log of RMD</td>
<td>0.542***</td>
<td>0.494***</td>
<td>0.608***</td>
<td>0.580***</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Δ Natural Log of IRA Balance</td>
<td>0.791***</td>
<td>0.784***</td>
<td>1.142***</td>
<td>0.436***</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.007)</td>
<td>(0.016)</td>
<td>(0.061)</td>
</tr>
<tr>
<td>Δ More than 10 years older than spouse</td>
<td>0.028</td>
<td>0.076</td>
<td>-0.712**</td>
<td>-0.710**</td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
<td>(0.043)</td>
<td>(0.250)</td>
<td>(0.250)</td>
</tr>
<tr>
<td>Δ Married</td>
<td>0.192***</td>
<td>0.181***</td>
<td>0.265***</td>
<td>0.270***</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.048)</td>
<td>(0.048)</td>
</tr>
<tr>
<td>Interaction: Δ Natural Log of RMD &amp; Δ Natural Log of IRA Balance</td>
<td></td>
<td></td>
<td></td>
<td>-0.101***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.009)</td>
</tr>
</tbody>
</table>

Year FE: X, X
Age Group FE: X, X
N: 4.81 Million, 4.4 Million, 409,980, 409,980
R²: 0.216, 0.163, 0.071, 0.071

First differences regressions controlling for changes in the variables that determine an individual’s RMD (age, and spousal age difference) and the natural log of the previous year account balance from which the RMD applies. The dependent variable is the change in the natural log of IRA distributions. The married variable includes both observed and imputed marital statuses. The sample years for the regression results in column (1) includes all years from 2000 to 2013. The sample years for the regression results shown in column (2) includes all years from 2000 to 2013, excluding 2009. The sample year for the regression results shown in columns (3) and (4) is 2009. Standard errors are clustered at the individual level.
Table 2.6: Difference between 2009 Actual and Counterfactual Densities

<table>
<thead>
<tr>
<th>Baseline Year</th>
<th>Age</th>
<th>Difference in Density at Zero</th>
<th>Difference in Density at RMD</th>
<th>2009 Density at RMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>73</td>
<td>+0.15</td>
<td>-0.39</td>
<td>0.18</td>
</tr>
<tr>
<td>2008</td>
<td>74</td>
<td>+0.14</td>
<td>-0.39</td>
<td>0.19</td>
</tr>
<tr>
<td>2008</td>
<td>75</td>
<td>+0.14</td>
<td>-0.41</td>
<td>0.20</td>
</tr>
<tr>
<td>2008</td>
<td>76</td>
<td>+0.13</td>
<td>-0.42</td>
<td>0.19</td>
</tr>
<tr>
<td>2008</td>
<td>77</td>
<td>+0.14</td>
<td>-0.40</td>
<td>0.22</td>
</tr>
<tr>
<td>2008</td>
<td>78</td>
<td>+0.13</td>
<td>-0.40</td>
<td>0.22</td>
</tr>
<tr>
<td>2008</td>
<td>79</td>
<td>+0.12</td>
<td>-0.42</td>
<td>0.21</td>
</tr>
<tr>
<td>2008</td>
<td>80</td>
<td>+0.11</td>
<td>-0.41</td>
<td>0.19</td>
</tr>
<tr>
<td>2008</td>
<td>81</td>
<td>+0.11</td>
<td>-0.41</td>
<td>0.21</td>
</tr>
<tr>
<td>2008</td>
<td>82</td>
<td>+0.11</td>
<td>-0.41</td>
<td>0.22</td>
</tr>
<tr>
<td>2008</td>
<td>83</td>
<td>+0.10</td>
<td>-0.42</td>
<td>0.21</td>
</tr>
<tr>
<td>2008</td>
<td>84</td>
<td>+0.09</td>
<td>-0.41</td>
<td>0.21</td>
</tr>
<tr>
<td>2008</td>
<td>85</td>
<td>+0.08</td>
<td>-0.42</td>
<td>0.21</td>
</tr>
</tbody>
</table>

The table shows the difference in density between the 2009 actual and counterfactual densities, as estimated using the DFL method, at two points in the density of IRA distributions: zero and at the level the 2008 RMD. The density is calculated within half a percentage point of each point. To estimate the counterfactual densities, 2008 is used as the baseline year. The last column shows the 2009 density within half a percentage point of the RMD. Results are shown by age group, from age 73 to 85.
Table 2.7: Robustness First Difference Specifications

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \text{ Natural Log of RMD}$</td>
<td>0.437****</td>
<td>(0.007)</td>
</tr>
<tr>
<td>$\Delta \text{ Natural Log of IRA Balance}$</td>
<td>0.924***</td>
<td>(0.019)</td>
</tr>
<tr>
<td>$\Delta \text{ Married}$</td>
<td>0.444***</td>
<td>(0.073)</td>
</tr>
<tr>
<td>Year FE</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Age Group FE</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>149,155</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.040</td>
<td></td>
</tr>
</tbody>
</table>

First differences regressions controlling for changes in the variables that determine an individual’s RMD (age) and the natural log of the previous year account balance from which the RMD applies. The dependent variable is the change in the natural log of IRA distributions. The married variable includes both observed and imputed marital statuses. The sample year for the regression results is 2009 and the sample is limited to individuals who: are age 73 or older, subject to the Uniform Lifetime RMD schedule, took a distribution at least as large as their RMD in 2008, do not have distributions measured as a percent of the previous year account balance in the top 1%. Standard errors are clustered at the individual level.
Table 2.8: Determinants of RMD Suspension Probability

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age 75-79</td>
<td>-0.075***</td>
<td>-0.015***</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Age 80-84</td>
<td>-0.081***</td>
<td>-0.019***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Age 85-89</td>
<td>-0.08***</td>
<td>-0.014***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Age 90+</td>
<td>-0.044***</td>
<td>0.028***</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Female</td>
<td>0.029***</td>
<td>0.024***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Married</td>
<td>0.074***</td>
<td>0.072***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>2008 IRA Balance (Natural Log)</td>
<td>0.018***</td>
<td>0.022***</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>2008 Distribution - RMD (Percent)</td>
<td>-0.002***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>425,000</td>
<td>380,000</td>
</tr>
</tbody>
</table>

The table shows marginal effects from probit regressions where the dependent variable is an indicator equal to 1 if the individual had a positive distribution in 2008 and took a zero distribution in 2009, and equal to 0 if the individual took a distribution in 2009. The married variable is binary, and includes both observed and imputed marital statuses. Probit results are the marginal effects evaluated at the mean. The excluded age group is Age 70.5-74. Standard errors are in parentheses.
Figure 2.1: Theoretical Effect of RMDs

The figure plots hypothetical densities of distributions from Traditional IRAs, both with and without the RMD constraint.
The figure shows the percentage of individuals, among those with a positive Traditional IRA balance at the end of the previous year, who take a distribution from their Traditional IRAs. The underlying data are derived from a five percent random sample of individuals with Traditional IRAs.
Table 2.9: Comparing Tax Units with Distributions Near and Beyond the RMD Threshold

<table>
<thead>
<tr>
<th></th>
<th>Near RMD Threshold</th>
<th>Beyond RMD Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single</td>
<td>Married</td>
</tr>
<tr>
<td>Adj. Gross Income</td>
<td>54,575</td>
<td>104,056</td>
</tr>
<tr>
<td></td>
<td>[32,499]</td>
<td>[64,392]</td>
</tr>
<tr>
<td>Business Income</td>
<td>4,082</td>
<td>10,032</td>
</tr>
<tr>
<td></td>
<td>[0]</td>
<td>[0]</td>
</tr>
<tr>
<td>Social Security</td>
<td>16,949</td>
<td>28,585</td>
</tr>
<tr>
<td></td>
<td>[17,070]</td>
<td>[28,375]</td>
</tr>
<tr>
<td>Capital Gains</td>
<td>-2,903</td>
<td>1,118</td>
</tr>
<tr>
<td></td>
<td>[0]</td>
<td>[0]</td>
</tr>
<tr>
<td>Interest and Dividends</td>
<td>15,131</td>
<td>22,970</td>
</tr>
<tr>
<td></td>
<td>[4,929]</td>
<td>[6,732]</td>
</tr>
<tr>
<td>Taxable Pensions</td>
<td>15,590</td>
<td>25,128</td>
</tr>
<tr>
<td></td>
<td>[8,830]</td>
<td>[16,758]</td>
</tr>
<tr>
<td>Taxable IRA Dist.</td>
<td>7,012</td>
<td>13,132</td>
</tr>
<tr>
<td></td>
<td>[2,619]</td>
<td>[5,186]</td>
</tr>
<tr>
<td>AGI – Taxable IRAs</td>
<td>47,563</td>
<td>90,924</td>
</tr>
<tr>
<td></td>
<td>[27,349]</td>
<td>[53,617]</td>
</tr>
<tr>
<td>Trad. IRA Balances</td>
<td>135,990</td>
<td>152,670</td>
</tr>
<tr>
<td></td>
<td>[51,478]</td>
<td>[46,870]</td>
</tr>
<tr>
<td>Observations</td>
<td>842,548</td>
<td>1,573,963</td>
</tr>
</tbody>
</table>

Averages are presented, with median in brackets below. Comparison is limited to those filing Form 1040 with a positive normal IRA distribution. “Near” the RMD threshold is defined as being within 0.5 percentage points of the threshold in absolute value. Tax year 2009 is excluded as RMD rules were suspended in that year. Business income is comprised of gross profit or loss reported on Form 1040 Schedules C, E, and F. Interest and dividends include taxable and tax-exempt interest, and ordinary and qualified dividends. Social Security is taken from Form 1099-SSA, and represents gross retirement benefits. Capital gains are the sum of short-term and long-term capital gains from Schedule D. All dollar amounts are adjusted to 2014 levels.
The figure shows the average size of normal distributions from Traditional IRAs, measured as a percentage of the account balance at the beginning of the year, by age group from 2008 to 2010. The underlying data are derived from a five percent random sample of individuals with Traditional IRAs and are limited to those with a positive Traditional IRA balance at the beginning of the year. Note that individuals who took zero distributions are included in the calculations.
The figure shows the average size of distributions from Traditional IRAs, measured as a percentage of the account balance at the beginning of the year, by age group from 2008 to 2010. The underlying data are derived from a five percent random sample of individuals with Traditional IRAs and are limited to those with a positive Traditional IRA balance at the beginning of the year. Note that individuals who took zero distributions are excluded from the calculations.
Figure 2.5: Uniform RMD Schedule

The figure shows the Required Minimum Distribution (RMD), measured as the percentage of the IRA account balance that must be withdrawn, for ages 70 to 100 for the years 1999-2014. The schedule changed in 2002. Note that the schedule did not apply in 2009, as the RMD rules were temporarily suspended.
The figure displays statistics on Required Minimum Distributions from 2000 to 2013, excluding 2009 (when the RMD rules were suspended). The underlying data are derived from a five percent random sample of individuals subject to RMD rules. Dollars are adjusted to 2014 levels.
The figure shows the percentage of individuals who satisfy their RMD by age group during 2000 to 2013. The underlying data are derived from a five percent random sample of individuals with Traditional IRAs who are subject to the RMD rules.
Figure 2.8: Percentage of Individuals Ages 60 and Older with an IRA

The figure shows the percentage of individuals ages 60 and older with a positive balance in Traditional and Roth IRAs from 2000 to 2013. Note that some individuals have both types of accounts. The underlying data are derived from a five percent random sample of individuals who have a tax form reported to the IRS at some point during 1999 to 2014.
Figure 2.9: Estimated Total Assets Held in IRAs by Individuals Ages 60 and Older

The figure shows the estimated amount of assets held in IRAs by the population of individuals ages 60 and older. The underlying data are derived from a five percent random sample of individuals from 2000 to 2013. Dollars are adjusted to 2014 levels.
The figure displays statistics on Traditional IRA balances among individuals ages 60 and older who have a nonzero Traditional IRA balance. The underlying data are derived from a five percent random sample of individuals from 2000 to 2013. Dollars are adjusted to 2014 levels.
Figure 2.11: Normal Distributions from Traditional IRAs

The figure displays statistics on normal distributions from Traditional IRAs among individuals ages 60 and older who have a nonzero Traditional IRA balance. The underlying data are derived from a five percent random sample of individuals from 2000 to 2013. Dollars are adjusted to 2014 levels.
Figure 2.12: Normal Distributions from Traditional IRAs, Conditional on a Positive Distribution

The figure displays statistics on normal distributions from Traditional IRAs among individuals ages 60 and older who take a nonzero normal distribution from a Traditional IRA. The underlying data are derived from a five percent random sample of individuals from 2000 to 2013. Dollars are adjusted to 2014 levels.
The figure shows the percentage of individuals with a nonzero Traditional IRA balance that take a total distribution. Total distributions represent individuals withdrawing all assets from their IRAs. The underlying data are derived from a five percent random sample of individuals from 2008 to 2010.
Figure 2.14: Total Distributions from Traditional IRAs

The figure displays statistics on total distributions – those distributions which take their IRA balances to zero – from Traditional IRAs among individuals ages 60 and older who take a total distribution from a Traditional IRA. The underlying data are derived from a five percent random sample of individuals from 2000 to 2013. Dollars are adjusted to 2014 levels.
The figure displays statistics on total distributions from Traditional IRAs. The underlying data are derived from a five percent random sample of individuals who take a total distribution from their Traditional IRA during 2000 to 2013.
The figure shows the densities of normal distributions taken by 73-, 75-, 80-, and 85-year olds from their Traditional IRAs. The vertical line represents the RMD associated with the Uniform Lifetime Table. The underlying data are derived from a five percent random sample of individuals subject to RMD rules from 2005 to 2008. The top one percent of distributions (measured as a percentage of balances) have been dropped. Note that the same information is presented in Figure 2.17, except there is truncated to only show distributions less than or equal to 15% of IRA balances.
The figure shows the densities of normal distributions taken by 73-, 75-, 80-, and 85-year olds from their Traditional IRAs. The vertical line represents the RMD associated with the Uniform Lifetime Table. The underlying data are derived from a five percent random sample of individuals subject to RMD rules from 2005 to 2008. The top one percent of distributions (measured as a percentage of balances) have been dropped. Note that this figure is the same as Figure 2.16, except it is truncated to only show distributions less than or equal to 15% of IRA balances.
The figure shows the densities of normal distributions taken by 73-, 75-, 80-, and 85-year olds from their Traditional IRAs. The vertical line represents the RMD associated with the Uniform Lifetime Table. The underlying data are derived from a five percent random sample of individuals subject to RMD rules from 2005 to 2008. The top one percent of distributions (measured as a percentage of balances) have been dropped. Note that in 2009 the RMD rules were temporarily suspended.
Figure 2.19: IRA Distributions for Individuals Ages 60 to 69, Conditional on a Positive Distribution (2008-2010)

The figure shows the densities of Traditional IRA distributions, measured as a percent of the account balance in the previous year, among individuals ages 60 to 69 who take a positive distributions during 2008 to 2010. The underlying data are derived from a five percent random sample of individuals with a nonzero Traditional IRA balance at the beginning of the year.
Figure 2.20: Average Normal Distributions and RMDs (2000-2013, excluding 2009)

The figure shows the average size of normal distributions and Required Minimum Distributions, measured as a percentage of the account balance at the end of the previous year, from years 2000 to 2013 excluding 2009. The underlying data are derived from a five percent random sample of individuals with a nonzero Traditional IRA balance at the beginning of the year. Figure 2.21 displays the same information for those individuals that do not take total distributions.
Figure 2.21: Average Normal Distributions and RMDs, Excluding Individuals Who Take Total Distributions (2000-2013, excluding 2009)

The figure shows the average size of normal distributions and Required Minimum Distributions, measured as a percentage of the account balance at the end of the previous year, from years 2000 to 2013 excluding 2009. The underlying data are derived from a five percent random sample of individuals with a nonzero Traditional IRA balance at the beginning of the year who do not take total distributions. Figure 2.20 displays the same information but includes those individuals that take total distributions.
Panels show 2009 actual and counterfactual densities of IRA distributions for the following age groups: 73, 75, 80, and 85. The counterfactual densities are estimated using the methods described in DiNardo et al. (1996) and the baseline year used to estimate the counterfactual densities is 2008. The horizontal axis is limited to distributions, measured as a percent of the account balance, that are 15 or less.
Panels show 2009 actual and counterfactual densities of IRA distributions for 75-year olds. The counterfactual densities are estimated using the methods described in DiNardo et al. (1996) and the baseline years used to estimate the counterfactual densities are 2006, 2007, 2010, and 2011. The horizontal axis is limited to distributions, measured as a percent of the account balance, that are 15 or less.
Panels show 2009 actual and counterfactual densities of IRA distributions for 75-year olds. The counterfactual densities are estimated using the methods described in DiNardo et al. (1996) and the baseline year used to estimate the counterfactual densities is 2008. The RMD threshold is the difference between the actual RMD and the value used empirically. The horizontal axis is limited to distributions, measured as a percent of the account balance, that are 15 or less.
Panels show 2008 actual densities of IRA distributions across everyone and individuals who had a positive distribution in 2008 and took a zero distribution in 2009 for the following age groups: 73, 75, 80, and 85. The horizontal axis is limited to distributions, measured as a percent of the account balance, that are 15 or less.
Panels show 2008 actual densities of IRA distributions across everyone and individuals who took a zero distribution in 2009 for the following age groups: 73, 75, 80, and 85. The horizontal axis is limited to distributions, measured as a percent of the account balance, that are 15 or less.
3.1 Introduction

“To err is human,” wrote Alexander Pope, and few would disagree. Common experience and empirical research point toward a long list of decision-making flaws. We misperceive product attributes (DellaVigna and Malmendier, 2004), form biased beliefs (Caplan, 2002), and are misinformed about the health consequences of our behavior (Viscusi, 1990). We behave myopically (Frederick et al., 2002) and are easily duped by the sunk cost fallacy (Arkes and Blumer, 1985). We are susceptible to framing effects (Tversky and Kahneman, 1981) and to meaningless anchors (Tversky and Kahneman, 1974). We over-invest in our employer’s stock (Benartzi, 2001), fail to take advantage of high-return investment opportunities (Choi et al., 2011), and simultaneously hold high-interest debt and low-interest savings (Laibson et al., 2000). In short, we err, and err often.

The term *internality* has emerged in the economics vocabulary to describe such optimization errors. Herrnstein et al. (1993) introduced the term, defining it as a “within-person externality”.¹ Making this idea more explicit, I take the definition of an internality to be any cost or benefit that accrues to a decision maker (DM) but is neglected in the decision-making process.² Internalities are internal to the DM in

¹The term *externality* denotes those consequences from a decision (or transaction) that are not born by the decision maker (or transacting parties).

²The original definition was meant in an intertemporal sense. The idea was that today’s self ignores some cost or benefit accruing to a future self. I extend the definition to allow the
the sense that they are directly relevant to his welfare, but they are simultaneously external to the DM in the sense that they are “out of sight, out of mind”. The latter property illustrates the analogy with externality, while the former property distinguishes the two concepts (and explains the nomenclature).

Though internalities are notoriously difficult to measure, it is safe to say they play a large role in our economic lives. The case of cigarettes provides a good example. By all accounts, the externality due to second-hand smoke is a significant public health problem (Öberg et al., 2011). Yet it likely pales in comparison to the internality. This is because smokers may not fully grasp the magnitude of the health consequences from smoking, or may be unable to follow through when deciding to stop smoking. Gruber and Kőszegi (2004) show that even a small underestimation of the risks can lead to a substantial internality. By their calculation, the self-harm from smoking exceeds the harm to others by about two orders of magnitude. Thus if people neglect just 5% of the internal health consequences (and 100% of the external consequences), the internality from smoking would be roughly five times the size of the externality. A similar calculation would hold if nicotine addiction caused people to smoke 5% more cigarettes than they would like to.

Similarly, there is much discussion and concern about the negative externalities from driving automobiles, primarily due to the release of air pollutants. Comparatively less ink is spilled on the negative internality from undervaluation of fuel economy when purchasing a vehicle. Allcott et al. (2014) analyze the potential welfare gains from a carbon tax in the U.S. automobile market, taking into account both internality and externality. They numerically simulate a carbon tax set at marginal external damages (i.e. the Pigouvian optimum, calculated ignoring the internality), and find neglected consequences to occur in the present. This has appeal both on continuity grounds and in making the term more analogous to externality, which makes no distinction between current and future consequences.
the additional social gains from offsetting the internality would exceed the social gains from offsetting the externality alone. This comes from the large private benefit from taxation, which increases the weight consumers put on gasoline costs when selecting an automobile to purchase.

This chapter asks what the implications are for optimal tax policy given that consumers suffer from internalities when making consumption choices. Taxes and subsidies are frequently suggested as a means of correcting internalities in an analogous way to Pigouvian taxation of externalities. In their analysis of cigarette tax policy, Gruber and Kőszegi (2001, 2004) argue that cigarette taxes provide a beneficial self-control mechanism that improves the lives of smokers who neglect (some portion of) the future health consequences of smoking. O’Donoghue and Rabin (2006) offer a similar argument in general for goods with negative future consequences, assuming some fraction of consumers behave impulsively, against their long-run interests. In their study of neglected energy costs in the U.S. automobile market, Allcott et al. (2014) argue for a mix of carbon taxes (to offset externalities) and subsidies for energy-efficient products (to offset internalities). Allcott and Taubinsky (2015) perform a similar exercise in the context of the lightbulb market, finding support for moderate subsidies for energy-efficient lightbulbs.

In addition, two papers have discussed the optimal taxation of internalities using a general framework that could apply to virtually any form of internality. Using a simple model, Mullainathan et al. (2012) argue that optimal taxes should be set equal in magnitude to the average marginal internality to offset any biases consumers may have. Farhi and Gabaix (2015) revisit linear and nonlinear optimal taxation problems when agents suffer from internalities, jointly characterizing optimal nudges and taxes. They find several interesting results, which unfortunately are not easily summarized.
Two assumptions are ubiquitous in the literature on optimal taxation in the context of internalities. First, markets are assumed to be perfectly competitive, so that pre-tax prices necessarily equal marginal costs. Second, firms are assumed to have no influence over the internalities that consumers exhibit. In this chapter, I relax these assumptions, showing that the resulting formulae for optimal internality taxes change in important ways.

There are many channels by which firms may influence consumer internalities. If the internality is caused by imperfect information, firms can address this through advertisement, or offering free trials. They can also design labels for products that highlight under-appreciated features. If the internality arises due to self-control issues, firms can offer commitment devices. For example, nicotine patches help smokers who are struggling to quit. Similarly there is disulfiram (marketed as “Antabuse”), which alcoholics can take to proactively prevent drinking binges. More generally, commitment contracts of all kinds can be created using the tools offered at stickK.com.\(^3\)

Outside of the optimal taxation problem, a rich literature analyzes firm incentives in relation to internalities. Most studies focus on the degree to which firms can exploit internalities to maximize profit. For example, DellaVigna and Malmendier (2004) and Eliaz and Spiegler (2006) study monopoly pricing when consumers have self-control problems. Gabaix and Laibson (2006) study firm incentives when consumers are inattentive to shrouded product attributes. Heidhues and Kőszegi (2008) study monopoly pricing when consumers are reference-dependent and the reference is the rational expectations equilibrium.\(^4\)

I incorporate considerations of firm incentives into the theory of optimal taxation of internality in two ways. First, I analyze Hotelling’s model of monopolistic compe-

\(^4\)For a review of the literature that analyzes market incentives in response to internalities, see Ellison (2006).
tion with the assumption that consumers do not maximize their own utility. This allows for strategic price-setting to exploit internalities. I find that internality correction, even if costless, is not always desirable in such markets. The reason is that there are two market inefficiencies, one cause by the internality but another caused by imperfect competition. Correcting the internality may exacerbate the market inefficiency due to monopolistic competition, potentially decreasing aggregate welfare. This finding stands in stark contrast to the standard results given perfect competition, where costless internality correction is inherently desirable. The implication for economists and policymakers is that one should be cautious when addressing one particular market inefficiency when several inefficiencies exist. In the context of internalities, this means that simply determining the size of the internality is not sufficient to inform the optimal policy response.

Next, I endow firms with the ability to partially de-bias consumers, with increasing marginal costs of de-biasing. In such cases, the standard logic, which prescribes taxes equal to marginal internalities, does not apply. I find that, in general, market incentives attenuate the optimal internality tax (or subsidy) relative to a model with no firm de-biasing technology. This is due to the complementarity between policy solutions (taxation) and private solutions (de-biasing). A moderate tax or subsidy creates a greater incentive for firms to de-bias consumers. Thus another lesson for policymakers is to consider the abilities for firms to address internalities. It may only take a moderate subsidy, less than the marginal internality, to achieve the efficient outcome.
3.2 Internalities in a Model of Imperfect Competition

In modeling the interaction of consumer internalities and market incentives, my goal is to provide a simple framework to establish the point that context matters. I demonstrate that optimal policy with respect to internalities is sensitive to market structure and to firms’ abilities to influence consumer internalities. I do not seek to build a full structural model of any particular industry, but rather to discuss the issues at an abstract level. To this end, I employ a Hotelling model of monopolistic competition. This stands in contrast to the assumption of perfectly competitive markets that underscores existing theoretical treatments of internalities (O’Donoghue and Rabin, 2006; Mullainathan et al., 2012; Farhi and Gabaix, 2015). I study a market with imperfect competition to illustrate that the assumption of perfect competition is not without consequence. As we will see, the optimal treatment of internalities is substantially complicated when firms enjoy price markups above marginal cost.

In the model, a mass of identical consumers of measure one is distributed between two firms. Each consumer has unit demand and needs only to decide which firm he will patronize, with the indifferent consumer choosing firm two by default. Consumption of firm one’s product entails an internality, driving a wedge between the consumer’s decision utility – what he anticipates – and his experienced utility – what he actually receives. Let $u_1$ denote experienced utility and $v_1$ decision utility for good one, where utility is measured in dollars. The internality caused by consumption of good one is $\lambda \equiv u_1 - v_1$. This is the extra utility the consumer will experience from good 1 above and beyond the anticipated utility at the moment of decision. This value may be positive, e.g., neglected energy savings from compact fluorescent lightbulbs, or negative, e.g., neglected health consequences of junk food consumption. Let $v_2$ denote
consumer utility from good two. Because this good does not create an internality, $v_2$
denotes both experienced and decision utility.

For a consumer at position $\alpha$, consumption of good one incurs travel cost $t\alpha$, where $t$ is a positive scalar. Consumption of good two incurs travel cost $t(1 - \alpha)$. These costs fully capture heterogeneity in tastes, as decision and experienced utilities do not vary across consumers. The location of each consumer is private information, but the aggregate distribution is common knowledge. For simplicity, I assume consumers are uniformly distributed.\footnote{A more generic, parameterized distribution would be desirable for empirical work, but here it would complicate the analysis without adding insight.}

Given prices $p_1$ and $p_2$, the consumer at $\alpha$ should choose good one when $v_1 + \lambda - p_1 - t\alpha > v_2 - p_2 - t(1 - \alpha)$. However, because the consumer ignores the internality, he will in fact choose good 1 when $v_1 - p_1 - t\alpha > v_2 - p_2 - t(1 - \alpha)$. The consumer who is (mistakenly) indifferent between both goods resides at $\alpha = 1/2 + [(v_1 - p_1) - (v_2 - p_2)]/2t$. Knowing all of the above, the firms simultaneously and independently set prices to maximize profit. Assuming constant marginal costs $c_1$ and $c_2$, and with some regularity conditions on the parameters,\footnote{I assume that all variables other than $\lambda$ are positive, and that $v_1 > c_1$, $v_2 > c_2$, $|\lambda| < 2t$, and $\max\{|(v_1 - c_1) - (v_2 - c_2)|, |\lambda + (v_1 - c_1) - (v_2 - c_2)|\} < 3t$.} the equilibrium is given by $\bar{p}_i = (3t + 2c_i + c_j + v_i - v_j)/3$ for $i, j \in \{1, 2\}$ with $i \neq j$. The indifferent consumer resides at $\bar{\alpha} = 1/2 + ((v_1 - c_1) - (v_2 - c_2))/6t$. Equilibrium profits for firm $i$ are $(3t + (v_i - c_i) - (v_j - c_j))^2/18t$.\footnote{I assume that all variables other than $\lambda$ are positive, and that $v_1 > c_1$, $v_2 > c_2$, $|\lambda| < 2t$, and $\max\{|(v_1 - c_1) - (v_2 - c_2)|, |\lambda + (v_1 - c_1) - (v_2 - c_2)|\} < 3t$.}
3.2.1 Consumer Welfare

If the internality remains uncorrected, there is a mass of misoptimizers\(^7\) of size \(|\lambda|/2t\). Due to their misinformed decision utility, they choose the good that offers less experienced utility. The number of misoptimizers increases with the size of the internality and decreases as travel costs become a more important determinate of utility. Among misoptimizers, the utility cost of the mistaken choice varies linearly from zero (for those consumers arbitrarily close to the optimal cutoff) to \(|\lambda|\) (for those arbitrarily close to \(\bar{\alpha}\)), with an average of \(|\lambda|/2\). Taken as a whole, these consumers could gain \(\lambda^2/4t\) in experienced utility if their internalities were corrected, assuming prices were fixed.

Holding prices fixed, however, is a dubious assumption. It requires that internality correction occurs hidden from view, with firms blind to the change in demand for their products. I therefore recalculate equilibrium values under the hypothesis that internalities are publicly corrected, so that decision utility for good one is now equal to experienced utility, \(v_1 + \lambda\). I assume internality correction occurs for all consumers, not just the misoptimizers. This is consistent with the fact that consumer location is private information, so misoptimizers cannot be identified based on observable characteristics.

Following internality correction, in equilibrium the indifferent consumer resides at 
\[
\bar{\alpha} = \frac{1}{2} + \frac{(s_1 - s_2)}{6t},
\]
where \(s_1 \equiv v_1 + \lambda - c_1\) and \(s_2 \equiv v_2 - c_2\) denote the available surpluses in markets one and two, respectively.\(^8\) The mass of misoptimizers is now zero. Prices and profits are as above, except substituting \(v_1 + \lambda\) wherever \(v_1\) appears. This increases the price of good one by \(\lambda/3\), and decreases the price of good two by

\(^7\)Throughout, I use the term “misoptimization” to refer to mistaken choice, which applies to a subset of consumers, rather than mistaken decision utility, which applies to all consumers.

\(^8\)Note that \(\bar{\alpha} = \bar{\alpha} + \lambda/6t\).
the same amount. This is shown graphically in Figure 3.1 for the case of positive internalities.

Accounting for market response, the mass of consumers who switch goods when their internality is revealed is only $|\lambda|/6t$, one third of the mass of original misoptimizers. The reason is that prices adjust to reflect the new market demand: $p_1$ increases by $\lambda/3$ and $p_2$ falls by the same amount. This price shift offsets two thirds of the change in decision utilities. For positive internalities, the switchers gain, on average, $\lambda/6 + (2/3)(s_1 - s_2)$. This figure reflects the changes in prices, experienced utility, and travel costs. For negative internalities, the switchers’ average gain is $|\lambda|/6 + (2/3)(s_2 - s_1)$.

For the remaining $1 - |\lambda|/6t$ of consumers who do not switch goods, the price shift benefits some but harms others. The overall welfare impact on consumers is ambiguous, as it depends on the relative masses of the winners and losers. This non-result is worth restating. When consumers who are all equally misinformed about a certain good have correct information about that good freely provided to them, they might be made worse off on average!
Proposition 1  Let $\overline{CW}$ denote equilibrium consumer welfare when the internality is present and decision utility for good 1 is $v_1$. Let $\overline{CW}$ denote equilibrium consumer welfare when the internality is absent and decision utility for good 1 is $v_1 + \lambda$. Then we have the following.

If $\lambda > 0$, $\overline{CW} > \overline{CW} \iff \alpha < \frac{1}{2} + \frac{\lambda}{24t}$.

If $\lambda < 0$, $\overline{CW} > \overline{CW} \iff 1 - \alpha < \frac{1}{2} + \frac{|\lambda|}{24t}$.

Proof  All proofs are given in Appendix D.

Proposition 1 tells us that in order to make consumers better off, the good favored by internality correction (i.e. the good whose relative decision utility rises) must not have too large a market share. This is because those originally consuming that good will not switch to the other good, despite a price increase.\(^9\) If this group is too large, their loss (due to the price increase) will outweigh the gains to others. For positive internalities, this group’s size is given by $\alpha$. For negative internalities, it is given by $1 - \alpha$.

Suppose that the internality is positive, so that internality correction increases the relative price of good one (as in Figure 3.1). First consider the case where 30% of consumers misoptimize their choice prior to internality correction. In this case, 10% will switch goods after internality correction, implying $\frac{\lambda}{6t} = \frac{1}{10}$. For such a market, Proposition 1 indicates internality correction will benefit consumers on the whole so long as the original market share of good 1 is less than 52.5%. Modifying the example so that 60% of consumers misoptimize prior to internality correction (and 20% switch goods after correction) implies $\frac{\lambda}{6t} = \frac{1}{5}$. Thus, internality correction leaves consumers better off if and only if the original market share of good 1 is less than 55%, a looser bound than before.

\(^9\)Their relative valuation of the good rises by $|\lambda|$, but its price rises by only $|\lambda|/3$.  
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The simple insight offered by Proposition 1 is that, when market dynamics are taken into consideration, internality correction can have unintended consequences. In some cases, consumers as a whole would prefer to remain ignorant of their internalities. Of course, each individual consumer would strictly prefer to have her internality corrected, regardless of whether all other consumers have their internality corrected. However, internality correction en masse is not necessarily desirable from the point of view of consumers, because some consumers suffer a price increase with no offsetting benefit. If there are enough of these consumers around, the total effect on consumers is negative. Price changes, however, represent pure transfer between consumers and firms. In the next section, I take the firm profits into account, so that the welfare effects of price changes wash out.

3.2.2 Total Welfare

I now broaden the definition of welfare, including both consumer welfare and firm profits. I call this total welfare. One might expect that under the metric of total welfare, internality correction would be unambiguously beneficial. However, Proposition 2 informs us this is not the case.

Proposition 2 Let $\bar{TW}$ denote equilibrium total welfare when the internality is present and decision utility for good one is $v_1$. Let $\bar{\bar{TW}}$ denote equilibrium total welfare when the internality is absent and decision utility for good one is $v_1 + \lambda$. Then we have the following.

If $\lambda > 0$, $\bar{\bar{TW}} > \bar{TW} \iff s_2 - s_1 < \lambda/4$.

If $\lambda < 0$, $\bar{\bar{TW}} > \bar{TW} \iff s_1 - s_2 < |\lambda|/4$.

Proposition 2 details the conditions under which internality correction leads to aggregate welfare gains. First, welfare is necessarily improved when the internality
is sufficiently large in magnitude. Second, welfare is necessarily improved when the markets are symmetric \((s_1 = s_2)\). Third, aggregate welfare necessarily decreases when internality correction pushes consumers away from a market with a large surplus relative to the other market and relative to the magnitude of the internality.

As an example, consider \(\lambda = (1/3)s_1\), so that the positive internality is equal to one third of the available surplus in market one. In this case, internality correction decreases aggregate welfare if \(s_2 > (13/12)s_1\). Thus, just a small advantage in available surplus for the good disfavored by internality correction can be sufficient to outweigh the benefits of internality correction. Even very large internalities are vulnerable to this issue. Consider \(\lambda = (4/5)s_1\), so that the internality accounts for 80% of the available surplus in market one. In this case, even though the internality causes a considerable distortion in the market, internality correction nonetheless decreases aggregate welfare if \(s_2 > (6/5)s_1\).

Proposition 2 reinforces the lesson from Proposition 1. When market dynamics are taken into consideration, well-intentioned internality correction can backfire. The net result of costless internality correction can potentially be a decrease in aggregate welfare. This is not caused directly by the change in prices, as these simply represent a welfare-neutral transfer between consumers and firms. It is the indirect effect of price changes that matters. Price changes alter the allocation of goods, and internality correction can push consumers away from the more productive market (i.e., the market with greater surplus).

The fundamental insight here is that, when multiple market inefficiencies are present, addressing one inefficiency may worsen another. In this case, the Hotelling model of monopolistic competition does not generally lead to efficient outcomes. The optimal cutoff between consumption of good one and good two occurs at \(\alpha^* = 1/2 + (s_1 - s_2)/(2t)\). Prior to internality correction, the equilibrium cutoff occurs at
\[ \tilde{\alpha} = 1/2 + (s_1 - s_2 - \lambda)/(6t). \] Internality correction moves the equilibrium cutoff to \[ \tilde{\alpha} = \bar{\alpha} + \lambda/(6t). \] This may or may not be a step in the right direction, depending on the relative sizes of the distortions caused by the internality and by the initial misallocation of goods.

3.2.3 The Effect of Imperfect Competition

The above analysis differs markedly from the standard welfare analysis of internality, which assumes markets are perfectly competitive (O’Donoghue and Rabin, 2006; Mullainathan et al., 2012; Farhi and Gabaix, 2015). This assumption equates prices with marginal costs, removing the possibility of pricing responses to internality correction. While this assumption undoubtedly simplifies the analysis, it is not without consequence.

In the Hotelling model, we can study the case of perfect competition by fixing prices exogenously at marginal cost. This changes the two propositions above rather dramatically. Under the assumption of fixed prices, consumer welfare can only increase following internality correction. This is because consumers are essentially solving a static decision problem, and in such scenarios more information is always better. Indeed, after internality correction, consumers will attain the first-best allocation.

Likewise, under perfect competition, total welfare will always increase following internality correction. Because price is equal to marginal cost, there are no profits and consumer welfare is equal to total welfare. Since consumers maximize their own welfare, the optimal allocation is effortlessly achieved following internality correction.

Thus, the context-specific details of market competition are crucially important when analyzing internalities. In ideal, perfectly-competitive markets, costless internality correction is always beneficial. However, in imperfectly competitive markets, where price markups respond to changes in demand for goods, costless internality
correction is not always beneficial, and can even be harmful. This is the first insight provided by the model: caution must be taken when making policy recommendations regarding internalities. Options that at first glance seem obviously beneficial, such as costless provision of information to correct mistaken beliefs, can potentially cause unintended consequences that reduce total welfare.

3.2.4 The Optimal Level of Internality

In the preceding sections, we have considered the effects of full internality correction. However, it may not be possible to fully de-bias consumers. In this section, I analyze the effects of partial de-biasing. I first ask “How much would consumers choose to be de-biased?” I then turn to analyzing the optimal level of de-biasing using the total welfare metric. Finally, I analyze how much effort firms will exert to de-bias consumers.

Consumer and Social Planner Perspectives

From the individual consumer’s perspective, full de-biasing is always optimal. A single consumer is too small to have an effect on market prices, so his concern is only that he makes the correct choice. Consumers in the aggregate, though, generally will not choose full de-biasing. This is because they will take into account the market effects of de-biasing, which will help some but harm others.

To see this, consider that some fraction $\beta \in [0, 1]$ of the internality is unshrouded, so that consumers have decision utility $v_1 + \beta \lambda$ for good one. We have already seen that full unshrouding ($\beta = 1$) does not necessarily improve upon the baseline scenario of no unshrouding ($\beta = 0$). Thus it comes as no surprise that $\beta = 1$ is not the general solution, as the following proposition makes clear.
Proposition 3 If consumers choose to unshroud fraction $\beta \in [0, 1]$ of the internality to maximize aggregate consumer welfare, they will choose $\beta_{CW} = 1 - \frac{2}{5\lambda} (s_1 - s_2)$, or the nearest corner solution if this expression falls outside $[0, 1]$.

If a benevolent social planner chooses $\beta \in [0, 1]$ to maximize total welfare, she will choose $\beta_{TW} = 1 - \frac{2}{\lambda} (s_2 - s_1)$, or the nearest corner solution if this expression falls outside $[0, 1]$.

Proposition 3 yields several insights. First, both consumers and the social planner will choose to fully unshroud the internality when markets are symmetric, i.e. $s_1 = s_2$. Second, for both consumers and the social planner the fraction $\beta$ is nondecreasing in the magnitude of the internality. Third, consumers and the social planner differ in their reaction to changes in the relative surpluses available in the two markets. Consider a positive internality. Unshrouding this internality increases demand for good one, increasing its price. If market one has a relatively high available surplus ($s_1 > s_2$), it starts off with a relatively high market share. Thus there is a large group of consumers who stand to lose from internality correction. They will face a price increase with no offsetting benefit. Thus, from the point of view of consumers, a relatively large available surplus in market one makes internality correction less attractive. Hence, $\beta_{CW}$ is nonincreasing in $(s_1 - s_2)$ when $\lambda > 0$.

The social planner, however, ignores price changes as they entail nonwasteful transfer from one party to another. For the social planner, if market one has larger available surplus, that makes internality correction more attractive, as it works to reduce the market inefficiency due to monopolistic competition. Hence, $\beta_{TW}$ is non-decreasing in $(s_1 - s_2)$ when $\lambda > 0$. 
These results relate closely to those of Propositions 1 and 2. Proposition 1 informed us that in order to make consumers better off, the good favored by internality correction must not have too large a market share. Similarly, in Proposition 3, we see that a larger market share for the good favored by internality correction is associated with a smaller optimal unshrouding fraction $\beta_{CW}$. Proposition 2 informed us that full internality correction can decrease total welfare if it pushes consumers away from the market with relatively large available surplus. Thus it is unsurprising that in Proposition 3 we learn that a larger available surplus for the good disfavored by internality correction is associated with a smaller optimal unshrouding fraction $\beta_{TW}$.

**The Firm’s Perspective**

Given that one of the firms stands to benefit from internality correction, we should expect that firm to devote resources to de-biasing consumers. For example, the firm might engage in an advertising campaign to provide information to consumers or modify its product to make certain features more salient to consumers. In this section, I examine these incentives. Throughout, I assume that bias may only be reduced, not exacerbated.$^{10}$

Let us begin by assuming the internality is positive, so that firm one stands to benefit from de-biasing. Let firm one have access to de-biasing technology such that unshrouding fraction $\beta$ of the internality entails a cost given by convex function $\psi_1(\beta)$. In particular, I assume $\psi_1(\beta) = \gamma_1 \beta^2 / 2$. This ensures an interior solution for sufficiently large $\gamma_1$.\(^{11}\) In this case, firm one’s solution is given by

$$\beta_1 = \frac{\lambda (3t + s_1 - s_2 - \lambda)}{9t \gamma_1 - \lambda^2}. \quad (3.1)$$

---

$^{10}$ A more general framework in which firms compete to strengthen and weaken consumer biases would also be interesting, but is beyond the scope of this chapter.

$^{11}$ In particular, I assume $\gamma_i > \max\{\frac{\lambda}{6t} (1 + \frac{\lambda}{3}), \frac{\lambda}{3} (2 + \frac{\lambda}{3}), \frac{\lambda^2}{6t}\}$ for $i = 1, 2$. 
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Firm one receives two benefits from unshrouding. First, it gets the direct benefit of increased market share, as good one is now more attractive to consumers. Second, it responds to the increased demand by raising prices for both new and existing customers. Equation (3.1) reflects the complex tradeoff between these marginal benefits and the marginal cost of unshrouding.

A similar equation holds in the case of negative internality. In this case, firm two stands to benefit from de-biasing, as it makes good one less attractive to consumers. If they can unshroud fraction $\beta$ of the internality at cost $\psi_2(\beta) = \gamma_2 \beta^2 / 2$, then their optimal unshrouding level is given by

$$\beta_2 = \frac{|\lambda|(3t + s_2 - s_1 - |\lambda|)}{9t\gamma_2 - \lambda^2}. \quad (3.2)$$

These equations have little to do with the formulae that determine optimal unshrouding from society’s perspective. Firms might unshroud more or less than the social planner would, depending on the parameters of the model, particularly the cost parameters $\gamma_1$ and $\gamma_2$.

Table 3.1 illustrates the sensitivity of firms’ optimal de-biasing formulae to the parameters of the model. In columns one through four, positive internalities are considered. (Columns five through eight show analogous results for the case of negative internalities.) Column one shows certain parameter values that result in firm one unshrouding 35% of the internality – considerably less than the socially-optimal 78% indicated by $\beta^{TW}$. Columns two through four each change one parameter relative to column one, with the result that firm one now unshrouds a greater fraction of the internality than would be socially optimal. One way to get firm one to over-correct internalities is to make de-biasing technology cheap. Column two illustrates this by reducing $\gamma_1$, firm one’s marginal cost of de-biasing. Another way is by reducing the size of the internality, as illustrated in column three. This reduces firm one’s efforts...
Table 3.1: Optimal Firm De-biasing

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_1$</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>105</td>
</tr>
<tr>
<td>$s_2$</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>105</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>$t$</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>9</td>
<td>9</td>
<td>7</td>
<td>9</td>
<td>-9</td>
<td>-9</td>
<td>-7</td>
<td>-9</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

| $\beta_1$ | 35% | 100% | 29% | 19% | —   | —   | —   | —   |
| $\beta_2$ | —   | —   | —   | —   | 35% | 100% | 29% | 19% |

| $\beta^{TW}$ | 78% | 78% | 14% | 0%  | 78% | 78% | 14% | 0%  |

to de-bias, but it reduces the socially optimal amount of de-biasing even more. Yet
another way to have firm one over-correct internalities is by increasing the surplus
available in the market for good two, either by increasing valuations for good two or
reducing its cost of production. This is illustrated in column four, with the result that
the social planner would not unshroud any portion of the internality.

3.3 Optimal Internality Taxation

In their theoretical exploration of the optimal taxation of internalities, Mullainathan
et al. (2012) find that the optimal tax or subsidy is equal in magnitude to the marginal
internality. O’Donoghue and Rabin (2006) obtain similar results. In this section, I
show that these results are sensitive to the model being studied. In particular, both
models abstract away from imperfect competition and from firm de-biasing tech-
nology. Incorporating either of these features changes the standard result.
First, consider the simple Hotelling model with no de-biasing technology. In this model, I find that the optimal tax or subsidy is equal in magnitude to the marginal internality plus a correction factor that accounts for market imbalance.

**Proposition 4** Suppose no de-biasing technology exists and consumers are ignorant of their internalities (i.e., $\beta = 0$). A tax $\tau$ is levied on good one, so that consumers pay $p_1 + \tau$. Good two is untaxed. Tax revenue is returned to consumers lump sum. Then the tax rate that maximizes total welfare is given by $\tau^*|_{\beta=0} = -\lambda + 2(s_2 - s_1)$.

For symmetric markets, the standard result holds. Positive internalities are subsidized, with the subsidy equal to the marginal internality. Negative internalities are taxed, with the tax equal to the absolute value of the internality. However, for asymmetric markets, the optimal tax is never equal to the marginal internality. If market one has larger available surplus, the optimal tax or subsidy will favor that market. For positive internalities, the optimal subsidy will exceed the marginal internality. For negative internalities, the optimal tax will fall short of the marginal internality.

It is important to note, though, that the correction factor on the optimal tax rate has nothing to do with the internality. Even if there were no internality ($\lambda = 0$), the optimal tax rate would be nonzero for asymmetric markets. This is because of the inherent inefficiency in monopolistic markets. Adding internalities into the picture then adjusts the optimal tax rate by precisely the magnitude of the marginal internality.

Though the adjustment factor is equal in magnitude to the marginal internality, the usual intuition does not apply. In perfectly competitive markets, where pre-tax prices are fixed at marginal cost and there are no travel costs, consumers automatically maximize social surplus when they value goods correctly. When they are mistaken in their valuations, a tax (or subsidy) equal to the marginal internality adjusts after-tax
prices by exactly the value of the internality, restoring the appropriate incentives. All of the pre-tax misoptimizers (and only the misoptimizers) change their decisions.

Here, if we assume market symmetry, the optimal tax is also equal to the magnitude of the internality. But the after-tax price differential only adjusts by one third of this value. The result is that only a third of the pre-tax misoptimizers change their decisions. To correct all of the mistaken decisions, a tax of three times the magnitude of the internality would be necessary. This is not socially optimal, however, as the tax (or subsidy) effectively changes the balance of market power. The optimal internality reflects this consideration. It is an attenuated version of the tax that would change all misoptimizers’ behavior. Thus, despite the surface similarity to the standard result, the mechanics and implications are quite different.

3.3.1 Optimal Taxation with Firm De-Biasing

I now consider the more general case where firms have access to de-biasing technology. I retain the assumption that firm \( j \) can unshroud fraction \( \beta \) of the internality at cost \( \psi_j(\beta) = \gamma_j \beta^2 / 2 \). A crucial question is whether the technology will be available before or after taxes have been set (or both). If de-biasing occurs only before taxes, then we can apply the results from before. If fraction \( \bar{\beta} \) has been unshrouded, then \((1 - \bar{\beta})\lambda\) denotes the remaining internality and the optimal tax will be \( \tau = -(1 - \bar{\beta})\lambda + 2(s_2 - s_1) \). However, in the more realistic case where de-biasing may happen after taxes, the optimal tax formula is substantially altered.

In setting taxes, the social planner must anticipate the firms’ unshrouding responses. Consider first the simple case where no de-biasing has occurred prior to taxation. Let \( \beta_j(\tau) \) denote firm \( j \)’s unshrouding choice after a tax \( \tau \) is levied on good one. Then fraction \((1 - \beta_1(\tau) - \beta_2(\tau))\) of the internality will remain after the tax is levied.
Hence, the optimal tax must be set such that \( \tau = -(1 - \beta_1(\tau) - \beta_2(\tau))\lambda + 2(s_2 - s_1) \).

Proposition 5 gives the resulting formulae.

**Proposition 5** Suppose no de-biasing has occurred prior to taxation, but that firms may de-bias consumers after taxes are established. Then the tax rate, \( \tau^* \), that maximizes total welfare is given by the following equations.

If \( \lambda > 0 \), \( \tau^* = \tau^*|_{\beta = 0} + \frac{\lambda^2(s_1 - s_2 + t)}{3\gamma_1} \).

If \( \lambda < 0 \), \( \tau^* = \tau^*|_{\beta = 0} + \frac{\lambda^2(s_1 - s_2 - t)}{3\gamma_2} \).

Optimal tax rates are equal to the naive ones (assuming \( \beta = 0 \)) plus an adjustment factor that accounts for subsequent firm de-biasing. The result is that the optimal tax is generally not equal to the marginal internality, even for symmetric markets. When the two markets have the same available surplus, the adjustment factor pushes the optimal tax rate closer to zero. For positive internalities, this means a smaller subsidy than the marginal internality. This is because the subsidy effectively gives firm one license to charge a higher price, making de-biasing more profitable. Because the subsidy encourages unshrouding, a smaller subsidy is necessary to achieve the optimal allocation. Similarly, negative internalities are taxed at a lower rate than the marginal internality. This is because the tax encourages more unshrouding by firm two. Hence by levying a smaller tax, the social planner can leverage firm two’s incentives to more easily achieve the optimal allocation.

Note that the magnitude of the adjustment factor is increasing with the square of the internality. For small internalities, the adjustment factor is of second-order importance, and the naive tax \( (\tau^*|_{\beta = 0}) \) closely approximates optimal policy. However, the adjustment factor plays a greater role in optimal tax policy for larger, more important internalities. While the naive tax increases one-for-one with the size of the (negative) internality, the optimal tax allowing for firm unshrouding increases less
than one-for-one. The gap between these two tax rates increases with the size of the internality, and it grows at an ever-increasing rate.

The above results suggest that firm unshrouding should be accounted for when considering taxing or subsidizing internalities. However, we made an unrealistic assumption: that firms were unable to de-bias consumers prior to taxation. In reality, most internalities occur in well established markets. The firms in these markets have already had a chance to de-bias consumers to the extent it is profitable. How should taxes be set in this scenario?

Retaining the same de-biasing technology from before, I now assume that prior to taxation firms have already engaged in privately optimal de-biasing, according to Equation (3.1) (or Equation (3.2) in the case of negative internality). Further, I retain the assumption that biases may only be mitigated, not exacerbated. Once consumers have (part of) their internality revealed to them, this cannot be undone. Again, the social planner sets tax $\tau$ on good one in order to maximize total welfare. In this case, the marginal incentives are exactly the same as the case of no prior de-biasing. For positive internalities, a subsidy encourages further unshrouding by firm one. For negative internalities, a tax encourages further unshrouding by firm two. In either case, the social planner can simply set taxes given by Proposition 5 to maximize total welfare.

**Proposition 6** Suppose privately optimal de-biasing has occurred prior to taxation, and that firms may continue to de-bias consumers after taxes are established. Then the tax rate, $\tau^*$, that maximizes total welfare is the same as in Proposition 5.

The result of Proposition 6 relies on the specific functional form of unshrouding costs. However, a similar result holds for any convex cost functions $\psi_1$ and $\psi_2$. For positive internalities, subsidizing good one increases firm one’s marginal profit. If the
marginal cost of unshrouding is increasing, the subsidy necessarily encourages further unshrouding. Hence, the optimal subsidy will generally not depend upon whether de-biasing has already occurred. Similar logic holds for optimal taxation in the case of negative internality.

Proposition 6 represents a culmination of the ideas of this chapter. It shows that several considerations need to be taken into account when determining the optimal tax on internality-producing goods. One factor is the marginal internality, $\lambda$, however this is not the only relevant factor. One must also account for the nature of the market in question. How much surplus is generated by the internality-producing good? How many consumers make mistaken choices? What good substitutes for the internality-producing good, and what does its market look like? Further, one must take into consideration the response function of firms. Levying a tax (or subsidy) onto a good may cause firms to adjust their unshrouding efforts. Because this behavior will generally reinforce the incentives of the tax or subsidy, taking this into account generally reduces the optimal tax or subsidy.

3.4 DISCUSSION

This chapter has explored the optimal taxation of internalities, focusing on market incentives. Existing theories of the optimal taxation of internalities either sidestep discussion of market structure or specify that markets are perfectly competitive. This literature has generally found that the optimal tax is equal in magnitude to the marginal internality. I have re-examined this topic in the context of Hotelling’s model of monopolistic competition, finding that market structure can change optimal tax formulae.
In particular, I have shown that internality correction can have unintended consequences when there are other market distortions that cause inefficiencies in the allocation of goods. In the context of monopolistic competition, market inefficiencies are the norm, as firms enjoy markup pricing above marginal costs. In this case, even costless internality correction can result in a reduction in aggregate welfare if it pushes consumers away from a market with a relatively large total surplus. The analysis serves as a cautionary tale against a naive analysis based upon textbook markets with perfect competition. Policymakers should consider the market characteristics of goods that produce internalities, as well as their substitutes, before responding to internalities.

I have also argued that another market incentive should be considered when analyzing internalities: the incentive firms have to de-bias consumers. If firms can unshroud some fraction of internalities, that affects the optimal policy response. I have shown that, in general, firm unshrouding attenuates the internality tax (or subsidy) that would be optimal absent firm de-biasing. The reason is that the tax or subsidy increases the marginal return to unshrouding, and thus the two internality correction devices serve as complements. This, too, should be a consideration before setting policy responses to internalities.

The analysis here is abstract and general. It is not meant to serve as a template for calculating the optimal internality tax for a particular case. Instead, my goal has been to illustrate that some important features of the internality problem have been ignored. My theoretical analysis has argued that market structure and firm de-biasing technology are important determinants of optimal internality policy. Future research is needed to better parameterize and measure these features in order to calibrate optimal internality tax recommendations. In addition, future researchers may consider analyzing a fully general model in which firms compete to create, exacerbate,
and mitigate consumer internalities, for a more complete treatment of the optimal internality taxation problem.
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Appendices

Appendix A: Bunching Robustness Checks

Here we test our estimation technique for sensitivity to parameter choice. The three key parameters are binwidth and the sizes of the bunching window and bunching region. In Section 1.3.1, we label these parameters $\delta$, $W$, and $R$, respectively. Binwidth simply measures how finely the data are collapsed when performing the analysis. The bunching window defines the area within which we count the total number of bunchers. We assume bunching does not occur outside the bunching window. Finally, the bunching region defines the area outside the bunching window that we use when constructing the counterfactual distribution of income if there were no kink.

As an example, our default parameter values are $\delta = $100, $W = 10$, and $R = 35$. This implies a bunching window of $W \cdot \delta = $1,000 and a bunching region of $R \cdot \delta = $3,500 around the kink. In other words, we assume the distribution of income within $1,000 of the kink is affected by bunching, but that outside this threshold the distribution is unaffected by bunching. Moreover, we use the observed distribution of income between $1,000 and $3,500 away from the kink to estimate the counterfactual distribution of income if the kink did not exist.

Tables 3.2 and 3.3 test how these parameters affect our bunching coefficients for the four most responsive groups at the first EITC kink, using 2003 data. We choose this year as it is the most recent year in which self-employed, low-income taxpayers bunch only at the first EITC kink. Starting in 2004, we are constrained when choosing the size of the bunching region, as self-employed taxpayers bunch at the nearby second
EITC kink. We discuss this constraint in further detail in Section 1.3.1. By presenting 2003 estimates here, we avoid this issue and thus are able to test a wide range of parameter choices.

The results indicate our findings are generally robust to parameter choice. For example, our preferred estimate for the bunching coefficient of our most responsive group – single, self-employed individuals with one child – is 32.48. Binwidth choices of $50 or $250 lead to estimates of 32.48 and 33.82, with small standard errors. Changing the bunching region by $500 in either direction also has small effects, with alternative estimates of 31.80 and 34.26. The one parameter that has a large effect on the estimates is the choice of bunching window. In particular, choosing a bunching window of just $500 causes the bunching coefficient to fall to 22.62. However, this is not a sensible choice for the bunching window, as visual inspection of Figure 3.2 makes clear. The income distribution is clearly affected by bunching behavior beyond $500 on either side of the kink. Cutting the bunching window short thus has two effects. First, it does not count those bunchers who are more than $500 beyond the kink. Second, it includes those bunchers when estimating the counterfactual distributions of income, artificially inflating these distributions. Both effects decrease the estimated number of bunchers and the corresponding observed elasticity.

Other groups show similar patterns. Our preferred bunching coefficient estimate for single, self-employed taxpayers with two children is 23.18. Except for the choice of bunching window, all other permutations leave the bunching coefficient in the range [20.47, 26.06]. Unsurprisingly, a smaller bunching window of $500 reduces the estimate to 13.20. Again, visual inspection of the distribution makes clear that it is still affected by bunching between $500 and $1,000 of the kink. For married, self-employed taxpayers, our preferred bunching coefficient estimates are 15.40 and 13.72, respectively, for those with one or two children. Except for the choice of bunching window, alterna-
Table 3.2: Robustness Check 1: Bunching Coefficients Calculated at the First EITC Kink in 2003

<table>
<thead>
<tr>
<th>Bunching coefficient</th>
<th>Sample size</th>
<th>Bin-width</th>
<th>Bunching window</th>
<th>Bunching region</th>
</tr>
</thead>
<tbody>
<tr>
<td>32.48 (1.11)</td>
<td>116,000</td>
<td>$100</td>
<td>$1,000</td>
<td>$3,500</td>
</tr>
<tr>
<td>22.62 (0.87)</td>
<td>116,000</td>
<td>$100</td>
<td>$500</td>
<td>$3,500</td>
</tr>
<tr>
<td>37.30 (1.97)</td>
<td>116,000</td>
<td>$100</td>
<td>$1,500</td>
<td>$3,500</td>
</tr>
<tr>
<td>31.80 (1.36)</td>
<td>109,900</td>
<td>$100</td>
<td>$1,000</td>
<td>$3,000</td>
</tr>
<tr>
<td>34.26 (1.14)</td>
<td>121,500</td>
<td>$100</td>
<td>$1,000</td>
<td>$4,000</td>
</tr>
<tr>
<td>32.48 (1.20)</td>
<td>115,700</td>
<td>$50</td>
<td>$1,000</td>
<td>$3,500</td>
</tr>
<tr>
<td>33.82 (1.23)</td>
<td>116,900</td>
<td>$250</td>
<td>$1,000</td>
<td>$3,500</td>
</tr>
<tr>
<td>23.18 (1.19)</td>
<td>106,500</td>
<td>$100</td>
<td>$1,000</td>
<td>$3,500</td>
</tr>
<tr>
<td>13.20 (0.85)</td>
<td>106,500</td>
<td>$100</td>
<td>$500</td>
<td>$3,500</td>
</tr>
<tr>
<td>32.55 (1.77)</td>
<td>106,500</td>
<td>$100</td>
<td>$1,500</td>
<td>$3,500</td>
</tr>
<tr>
<td>20.47 (1.26)</td>
<td>100,900</td>
<td>$100</td>
<td>$1,000</td>
<td>$3,000</td>
</tr>
<tr>
<td>25.16 (1.29)</td>
<td>111,100</td>
<td>$100</td>
<td>$1,000</td>
<td>$4,000</td>
</tr>
<tr>
<td>23.18 (1.17)</td>
<td>106,200</td>
<td>$50</td>
<td>$1,000</td>
<td>$3,500</td>
</tr>
<tr>
<td>26.06 (1.36)</td>
<td>107,200</td>
<td>$250</td>
<td>$1,000</td>
<td>$3,500</td>
</tr>
</tbody>
</table>

Bunching coefficients are reported for married, self-employed filers with one or two children. Standard errors are in parentheses. The table shows the sensitivity of our estimates to variation in the estimation parameters, reported in the final three columns. Sample size reports the number of taxpayers within the bunching region and is rounded to the nearest hundred. The self-employed are those with positive self-employment income. Single status includes “head of household” filers. Taxpayers under 25 or over 65 years of age who do not have children are ineligible for the EITC and are therefore excluded.
Table 3.3: Robustness Check 2: Bunching Coefficients Calculated at the First EITC Kink in 2003

<table>
<thead>
<tr>
<th>Bunching coefficient</th>
<th>Sample size</th>
<th>Bin-width</th>
<th>Bunching window</th>
<th>Bunching region</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.40 (0.94)</td>
<td>34,700</td>
<td>$100</td>
<td>$1,000</td>
<td>$3,500</td>
</tr>
<tr>
<td>12.66 (0.50)</td>
<td>34,700</td>
<td>$100</td>
<td>$500</td>
<td>$3,500</td>
</tr>
<tr>
<td>13.08 (1.41)</td>
<td>34,700</td>
<td>$100</td>
<td>$1,500</td>
<td>$3,500</td>
</tr>
<tr>
<td>15.57 (1.17)</td>
<td>31,800</td>
<td>$100</td>
<td>$1,000</td>
<td>$3,000</td>
</tr>
<tr>
<td>16.73 (0.96)</td>
<td>37,600</td>
<td>$100</td>
<td>$1,000</td>
<td>$4,000</td>
</tr>
<tr>
<td>15.40 (0.83)</td>
<td>34,500</td>
<td>$50</td>
<td>$1,000</td>
<td>$3,500</td>
</tr>
<tr>
<td>15.37 (0.94)</td>
<td>35,100</td>
<td>$250</td>
<td>$1,000</td>
<td>$3,500</td>
</tr>
<tr>
<td>13.72 (1.15)</td>
<td>44,100</td>
<td>$100</td>
<td>$1,000</td>
<td>$3,500</td>
</tr>
<tr>
<td>8.47 (0.67)</td>
<td>44,100</td>
<td>$100</td>
<td>$500</td>
<td>$3,500</td>
</tr>
<tr>
<td>19.71 (1.84)</td>
<td>44,100</td>
<td>$100</td>
<td>$1,500</td>
<td>$3,500</td>
</tr>
<tr>
<td>11.28 (0.99)</td>
<td>40,000</td>
<td>$100</td>
<td>$1,000</td>
<td>$3,000</td>
</tr>
<tr>
<td>14.66 (1.06)</td>
<td>47,800</td>
<td>$100</td>
<td>$1,000</td>
<td>$4,000</td>
</tr>
<tr>
<td>13.72 (0.97)</td>
<td>43,900</td>
<td>$50</td>
<td>$1,000</td>
<td>$3,500</td>
</tr>
<tr>
<td>15.56 (1.07)</td>
<td>44,600</td>
<td>$250</td>
<td>$1,000</td>
<td>$3,500</td>
</tr>
</tbody>
</table>

Bunching coefficients are reported for married, self-employed filers with one or two children. Standard errors are in parentheses. The table shows the sensitivity of our estimates to variation in the estimation parameters, reported in the final three columns. Sample size reports the number of taxpayers within the bunching region and is rounded to the nearest hundred. The self-employed are those with positive self-employment income. Taxpayers under 25 or over 65 years of age who do not have children are ineligible for the EITC and are therefore excluded.
tive estimates for these parameters lie in the ranges $[15.37, 16.73]$ and $[11.28, 15.56]$, respectively. For all cases, the bunching window could arguably be expanded from $1,000$ to $1,500$. This would generally increase our elasticity estimates. We take the conservative approach in choosing $1,000$.

Figure 3.2: Income Distribution of Self-Employed Taxpayers Near the First EITC Kink in 2003

The distribution of income is displayed for various household types in 2003. Single status includes “head of household” filers. The self-employed are those with positive self-employment income.
Appendix B: Bunching Analysis of Medicaid, SNAP, and Federal Disability Insurance

In this appendix we analyze whether federal income tax data provide evidence that individuals adjust their incomes to remain eligible for Medicaid, Supplemental Nutrition Assistance Program (SNAP), or federal disability benefits. These are large, economically important programs that serve millions of people. In 2011, there were approximately 57 million Medicaid participants, 45 million SNAP beneficiaries, and 8.5 million workers receiving federal disability benefits. We analyze these programs as a robustness check to ensure perceived bunching at kink points in the tax schedule was not caused by other incentives. We describe each program in broad strokes, with an emphasis on program-specific income definitions and eligibility thresholds. We then discuss our findings and conclude with a short discussion of the strengths and weaknesses of our approach. In short, we see no evidence of bunching associated with any of these programs, but this may be due to the limitations of the tax data in the context of these programs.

B.1 A Brief Description of Each Program

Medicaid provides health insurance at subsidized rates to low-income individuals, primarily parents, pregnant mothers, and children. For many, the program is free. Income eligibility criteria are a function of the federal poverty line, which is an increasing function of the number of adults and children in the household. Medicaid is administered at the state level, and the definitions of qualifying income and eligibility thresholds (as a percentage of the federal poverty line) vary by state. Importantly, during the period we analyze (2002 to 2011) Medicaid introduces a “notch” in the budget set, as earning income above the threshold results in a complete loss of benefits. This is
in contrast to having benefits phase-out, which would produce a kink. Given that the threshold is a notch and that Medicaid is a large benefit, we expect substantial responsiveness to this threshold.

SNAP provides funds to low-income individuals that can only be spent on certain types of food at participating retailers. Similar to Medicaid, it is a function of the federal poverty line, with larger households receiving greater benefits. Unlike Medicaid, the thresholds and income definitions do not vary across states, with the exceptions of Alaska and Hawai‘i. Eligibility is limited to those with less than 130% of the federal poverty line in gross monthly income and less than 100% of the poverty line in net monthly income. Benefits begin phasing out with the first dollar of earned income. Individuals receive the difference between the maximum allotment per household (around $650 for a family of 4) and 30% of their monthly income. This produces a relatively modest non-convex kink at the end of the phase-out region.\footnote{12}{See www.fns.usda.gov/snap/eligibility for a thorough description of SNAP, including eligibility criteria and definitions of income.}

Federal disability insurance (DI) is administered by the Social Security Administration, providing monthly payments to individuals with a disability. Individuals must apply for DI and once approved are unable to earn income above a certain threshold without triggering a review of their claim or outright termination of benefits. Thus, the threshold (called the Substantial Gainful Activity threshold) is a notch. The Substantial Gainful Activity threshold ranged from $500 each month in 1996 to $1,000 each month in 2011. The size of the monthly benefit for DI recipients is a function of prior earnings and can range from a few hundred dollars to a few thousand dollars per month. As a result, we believe the potential for bunching to the left of this notch is substantial.\footnote{13}{See www.ssa.gov/disability for a thorough description of federal disability insurance.}
B.2 Qualifying Income and Kink Construction

SNAP and DI income eligibility thresholds are measured monthly, and in some states Medicaid income is measured monthly as well. Given that tax data record income on an annual basis, we construct the applicable kinks or notches by simply multiplying the monthly thresholds by twelve.\footnote{\textsuperscript{14}We retrieved annual state specific income eligibility thresholds for Medicaid from Foundation (2015).}

All three programs define income in an analogous manner to “earned income” qualifying for the EITC, but can include income items that are not recorded by the tax system, such as child support payments, housing subsidies, or Supplemental Security Income. In addition, various deductions are allowed and SNAP beneficiaries must satisfy the gross and net income tests described above. Medicaid income varies by state, but we use the same income definition for all states and all years.

We use the EITC sample as the basis for studying all three programs. These data are drawn with the following restrictions: all observations are from the seven states with no income taxes, all filed federal income tax returns, and all were between 25 and 65 years of age. We analyze Medicaid bunching from 2002 to 2011, SNAP bunching from 1996 to 2011, and DI bunching from 1999 to 2011.

B.3 Medicaid, SNAP, and Disability Insurance Bunching

We find an absence of bunching at each eligibility threshold in every state and every year. This is surprising given the value of these programs to participants – especially in the case of Medicaid and DI. The lack of bunching suggests either individuals are not adjusting their income in response to these programs, or our estimates are biased by substantial measurement error. Individuals might not respond if they have imperfect knowledge of income eligibility criteria, or because adjusting income is costly.
On the other hand, individuals may be responding to these programs in ways that are undetectable with tax data. Federal income tax data do not contain all income or deduction items that comprise qualifying income for these programs. This is particularly relevant for the analysis of Medicaid, where the income definition varies across states and potentially over time. A second problem is that tax data are recorded annually, while eligibility for two (and in some states all three) programs are evaluated on a monthly basis. Thus, the only bunchers we can identify in our data for SNAP and DI are those that bunch in every month.
Appendix C: Exemption and Deduction Phase-outs

When determining taxable income, both personal exemptions and itemized deductions phase-out at high incomes, creating discontinuities in the budget constraints of high-income taxpayers. Our evidence suggests taxpayers do not respond to these incentives, but we describe them here for completeness. The phase-outs discussed in this section were in effect during our sample from 1996 to 2005, but were gradually removed beginning in 2006, with full removal from 2010 to 2012. They have since been reinstated.

The personal exemption phase-out (PEP) is a step function of AGI, generating notches in the budget constraint. Personal exemptions are reduced by 2% for each $2,500 of income exceeding the phase-out threshold until exemptions are exhausted. The beginning (and end) of the phase-out varies by filing status: $145,950 for singles, $182,450 for head of household, and $218,950 for married couples filing jointly in 2005.\footnote{For allfilers, the end of the phase-out region is $122,500 above the beginning.}

The itemized deduction phase-out (often referred to as “Pease” after former Ohio Congressman Donald Pease) reduces certain itemized deductions at a rate of 3 cents per dollar of AGI exceeding the threshold. However, Pease does not apply against itemized deductions generated from casualty and theft losses, investment interest, gambling losses, or medical expenses. The total percentage of itemized deductions eliminated by Pease is capped at 80% per taxpayer. Throughout the time period we study (1996-2005) this threshold is the same for all filing statuses except married couples filing separately, for whom the threshold is halved. In 2005 the threshold was $145,950 ($72,975), identical to the PEP threshold for singles.
Pease creates relatively small changes in marginal tax rates at its introduction and conclusion. For example, suppose a head of household with three children claims $20,000 of itemized deductions and earns exactly the Pease threshold of $145,950 in 2005. For a marginal increase of $1,000 above the Pease threshold, qualified itemized deductions are reduced by 3%, meaning the individual has 30 additional dollars of taxable income. If the taxpayer faces an initial marginal tax rate of 31%, she would see her marginal rate increase by around 1 percentage point ($30 \times 31\% / $1000) as a result of Pease, creating a small convex kink. Similarly, once Pease is phased out the change is also around 1 percentage point, which creates a small non-convex kink. In the presence of moderate optimization frictions, these kinks are unlikely to induce a behavioral response.

PEP generates larger marginal tax rate increases than Pease. However, because the discontinuities PEP generates are notches, not kinks, assumptions are needed to calculate the magnitude of the discontinuity relative to a kink. For example, the “size” of a kink is calculated by dividing the difference between the net-of-tax rates (one minus the marginal tax rate) on either side of a kink, and dividing by the net-of-tax rate to the right of the kink. Calculating the size of a notch requires an assumption about the size of a marginal response by the taxpayer: do taxpayers adjust their income in $1, $50, or $1,000 increments?

Suppose a taxpayer earns income at the PEP threshold. She has four personal exemptions, which reduce taxable income by $4 \times $3,200 = $12,800. If this taxpayer earns at least 1 additional dollar but less than 2,500 additional dollars, her personal exemptions will be reduced by $256 (2\% \times $12,800). Assuming her marginal tax rate is 31% initially, this increases her tax liability by $31\% \times $256 = $79.36. If we assume a marginal response constitutes a $1 change in income, the implicit change in marginal tax rates is 7,936 percentage points. If instead we assume the marginal response is
$1,000, the implicit change in marginal tax rates is 7.936 percentage points. We take the most conservative measure, assuming the income increment is the full $2,500. Thus we take this taxpayer’s kink size to be 3.17 percentage points.\(^\text{16}\)

\(^{16}\)The formula for kink size, given an income increment of \(X \leq 2500\), is \(((79.36/X) \times 100\%)\).
Proof of Proposition 1  Prior to internality correction, equilibrium prices are given by \( p_i = (3t + 2c_i + c_j + v_i - v_j)/3 \) for \( i, j \in \{1, 2\} \) with \( i \neq j \). The indifferent consumer resides at \( \bar{\alpha} = 1/2 + (s_1 - s_2 - \lambda)/(6t) \), where \( s_1 \equiv v_1 + \lambda - c_1 \) and \( s_2 \equiv v_2 - c_2 \) denote the available surpluses in markets one and two, respectively. Note that \( 1 - 2\bar{\alpha} = (s_2 - s_1 + \lambda)/(3t) \) and \((\frac{s_1 - s_2}{6t}) = \bar{\alpha} - \frac{1}{2} + \frac{\lambda}{6t}\). The average consumer of good one receives experienced utility \( v_1 + \lambda \), pays price \( p_1 \), and has travel costs of \( \frac{\lambda}{6t} \). The average consumer of good two receives experienced utility \( v_2 \), pays price \( p_2 \), and has travel costs of \( (1 - \bar{\alpha})/2 \). Therefore, total consumer welfare prior to internality correction is

\[
\overline{CW} = \bar{\alpha}(v_1 + \lambda - p_1 - t\alpha/2) + (1 - \bar{\alpha})(v_2 - p_2 - t(1 - \alpha)/2) \\
= \bar{\alpha}(v_1 + \lambda - p_1) + (1 - \bar{\alpha})(v_2 - p_2) + t\alpha(1 - \bar{\alpha}) - t/2.
\]

Following internality correction, in equilibrium the indifferent consumer resides at \( \tilde{\alpha} = 1/2 + (s_1 - s_2)/(6t) = \bar{\alpha} + \lambda/(6t) \). Prices are given by \( \tilde{p}_1 = p_1 + \lambda/3 \) and \( \tilde{p}_2 = p_2 - \lambda/3 \). Total consumer welfare is

\[
\tilde{CW} = \tilde{\alpha}(v_1 + \lambda - \tilde{p}_1 - t\tilde{\alpha}/2) + (1 - \tilde{\alpha})(v_2 - \tilde{p}_2 - t(1 - \tilde{\alpha})/2) \\
= \tilde{\alpha}(v_1 + \lambda - p_1 - \lambda/3) + (1 - \tilde{\alpha})(v_2 - p_2 + \lambda/3) + t\tilde{\alpha}(1 - \alpha) - t/2 \\
= (\tilde{\alpha} + \frac{\lambda}{6t})(v_1 + \lambda - p_1 - \lambda/3) + (1 - \tilde{\alpha} - \frac{\lambda}{6t})(v_2 - p_2 + \lambda/3) \\
+ t(\tilde{\alpha} + \frac{\lambda}{6t})(1 - \alpha - \frac{\lambda}{6t}) - t/2 \\
= \overline{CW} - \lambda\bar{\alpha}/3 + \lambda(1 - \bar{\alpha})/3 + (\frac{\lambda}{6t})(v_1 + 2\lambda/3 - p_1) - (\frac{\lambda}{6t})(v_2 - p_2 + \lambda/3) \\
+ t(\bar{\alpha} + \frac{\lambda}{6t})(1 - \bar{\alpha} - \frac{\lambda}{6t}) - t\bar{\alpha}(1 - \bar{\alpha}) \\
= \overline{CW} + \frac{\lambda}{3}(1 - 2\bar{\alpha}) + (\frac{\lambda}{6t})(v_1 + 2\lambda/3 - (3t + 2c_1 + c_2 + v_1 - v_2)/3) \\
- (\frac{\lambda}{6t})(v_2 - (3t + 2c_2 + c_1 + v_2 - v_1)/3 + \lambda/3) \\
- \bar{\alpha}\frac{\lambda}{6} + \frac{\lambda}{6}(1 - \alpha - \frac{\lambda}{6t})
\]
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\[ = \overline{CW} + \frac{\lambda}{3}(1 - 2\bar{\alpha}) + \left(\frac{\lambda}{18t}\right)(2v_1 + 2\lambda - 3t - 2c_1 - c_2 + v_2) \]
\[ - \left(\frac{\lambda}{18t}\right)(2v_2 - 3t - 2c_2 - c_1 + v_1 + \lambda) \]
\[ + \frac{\lambda}{6}(1 - 2\bar{\alpha} - \frac{\lambda}{6t}) \]
\[ = \overline{CW} + \frac{\lambda}{3}(1 - 2\bar{\alpha}) + \frac{\lambda}{18t}(s_1 - s_2) + \frac{\lambda}{6}(1 - 2\bar{\alpha} - \frac{\lambda}{6t}) \]
\[ = \overline{CW} + \frac{\lambda}{3}(1 - 2\bar{\alpha}) + \frac{\lambda}{18t}(s_1 - s_2) + \frac{\lambda}{18t}(-s_2 - s_1 + \lambda - \frac{\lambda}{2}) \]
\[ = \overline{CW} + \frac{\lambda}{3}(1 - 2\bar{\alpha}) + \frac{\lambda^2}{36t}. \]

Thus we have \( \overline{\tilde{C}W} > \overline{CW} \) if and only if

\[ \frac{\lambda}{3} \left(1 - 2\bar{\alpha} + \frac{\lambda}{12t}\right) > 0. \quad (3.3) \]

For positive \( \lambda \), Equation (3.3) holds if and only if

\[ 1 - 2\bar{\alpha} + \frac{\lambda}{12t} > 0 \]
\[ \iff \bar{\alpha} < \frac{1}{2} + \frac{\lambda}{24t}. \]

For negative \( \lambda \), Equation (3.3) holds if and only if

\[ 1 - 2\bar{\alpha} + \frac{\lambda}{12t} < 0 \]
\[ \iff \bar{\alpha} > \frac{1}{2} + \frac{\lambda}{24t} \]
\[ \iff 1 - \bar{\alpha} < \frac{1}{2} + \frac{|\lambda|}{24t}. \]

Proof of Proposition 2 Prices do not enter into the calculation of total welfare, as they represent a pure transfer from consumers to producers. Instead, total welfare is measured by the total surplus generated less travel costs. Therefore, prior to internality correction, we have:

\[ \overline{TW} = \bar{\alpha}(s_1 - t\bar{\alpha}/2) + (1 - \bar{\alpha})(s_2 - t(1 - \bar{\alpha})/2) \]
\[ = \bar{\alpha}s_1 + (1 - \bar{\alpha})s_2 + t\bar{\alpha}(1 - \bar{\alpha}) - t/2. \]
Following internality correction, we have:

\[
\tilde{TW} = \tilde{\alpha}s_1 + (1 - \tilde{\alpha})s_2 + t\tilde{\alpha}(1 - \tilde{\alpha}) - t/2
\]

\[
= (\bar{\alpha} + \frac{\lambda}{6})s_1 + (1 - \bar{\alpha} - \frac{\lambda}{6})s_2 + t(\bar{\alpha} + \frac{\lambda}{6})(1 - \bar{\alpha} - \frac{\lambda}{6}) - t/2
\]

\[
= TW + (\frac{\lambda}{6})s_1 - (\frac{\lambda}{6})s_2 - \bar{\alpha}\frac{\lambda}{6} + \frac{\lambda}{6}(1 - \bar{\alpha} - \frac{\lambda}{6})
\]

\[
= TW + (\frac{\lambda}{6}) \left[ \frac{s_1 - s_2}{t} + 1 - 2\bar{\alpha} - \frac{\lambda}{6} \right]
\]

\[
= TW + (\frac{\lambda}{18t}) \left[ 3(s_1 - s_2) + s_2 - s_1 + \lambda - \frac{\lambda}{2} \right]
\]

\[
= TW + (\frac{\lambda}{36t}) [4(s_1 - s_2) + \lambda].
\]

Thus we have \(\tilde{CW} > CW\) if and only if

\[
\lambda [4(s_1 - s_2) + \lambda] > 0. \tag{3.4}
\]

For positive \(\lambda\), Equation (3.4) holds if and only if

\[
4(s_1 - s_2) + \lambda > 0
\]

\[
\iff s_2 - s_1 < \lambda/4.
\]

For negative \(\lambda\), Equation (3.4) holds if and only if

\[
4(s_1 - s_2) + \lambda < 0
\]

\[
\iff s_1 - s_2 < |\lambda|/4. \quad \square
\]

**Proof of Proposition 3** First consider the task of maximizing consumer welfare.

After unshrouding fraction \(\beta \in [0, 1]\) of the internality, prices are given by \(p_1(\beta) = (3t + 2c_1 + c_2 + v_1 + \beta\lambda - v_2)/3\) and \(p_2(\beta) = (3t + 2c_2 + c_1 + v_2 - \beta\lambda - v_1)/3\). The indifferent consumer is located at \(\alpha(\beta) = \frac{1}{2} + \frac{(v_1 + \beta\lambda - c_1) - (v_2 - c_2)}{6t}\). Consumer welfare is

\[
CW(\beta) = \alpha(\beta)(v_1 + \lambda - p_1(\beta) - t\alpha(\beta)/2) + (1 - \alpha(\beta))(v_2 - p_2(\beta) - t(1 - \alpha(\beta))/2)
\]
\begin{align*}
&= \alpha(\beta)(v_1 + \lambda - p_1(\beta)) + (1 - \alpha(\beta))(v_2 - p_2(\beta)) + t\alpha(\beta)(1 - \alpha(\beta)) - t/2 \\
&= \left(\frac{1}{3}\right)\alpha(\beta)(2v_1 + \lambda(3 - \beta) + v_2 - 3t - 2c_1 - c_2) \\
&\quad + \left(\frac{1}{3}\right)(1 - \alpha(\beta))(2v_2 + \beta\lambda + v_1 - 3t - 2c_2 - c_1) \\
&\quad + t\alpha(\beta)(1 - \alpha(\beta)) - t/2 \\
&= \left(\frac{1}{3}\right)\alpha(\beta)(v_1 + \lambda(3 - 2\beta) - v_2 - c_1 + c_2) \\
&\quad + \left(\frac{1}{3}\right)(2v_2 + \beta\lambda + v_1 - 3t - 2c_2 - c_1) \\
&\quad + t\left[\frac{1}{2} + \frac{(v_1 + \beta\lambda - c_1) - (v_2 - c_2)}{6t}\right] (v_1 + \lambda(3 - 2\beta) - v_2 - c_1 + c_2) \\
&\quad + \left(\frac{1}{3}\right)(2v_2 + \beta\lambda + v_1 - 3t - 2c_2 - c_1) \\
&\quad + \left(\frac{1}{36t}\right) [3t + (v_1 + \beta\lambda - c_1) - (v_2 - c_2)] [3t - (v_1 + \beta\lambda - c_1) + (v_2 - c_2)] \\
&\quad - t/2 \\
&= \left(\frac{1}{36t}\right) [3t + (v_1 + \beta\lambda - c_1) - (v_2 - c_2)] [(v_1 - c_1) - (v_2 - c_2) + 3t + \lambda(6 - 5\beta)] \\
&\quad + \left(\frac{1}{3}\right)(2v_2 + \beta\lambda + v_1 - 3t - 2c_2 - c_1) \\
&\quad - t/2.
\end{align*}

The first derivative of \( CW \) with respect to \( \beta \) is

\[
\frac{dCW}{d\beta} = \frac{1}{3} + \left(\frac{1}{36t}\right) [3t + (v_1 + \beta\lambda - c_1) - (v_2 - c_2)] (-5\lambda) \\
\quad + \left(\frac{1}{36t}\right) [(v_1 - c_1) - (v_2 - c_2) + 3t + \lambda(6 - 5\beta)] (\lambda).
\]

The second derivative of \( CW \) with respect to \( \beta \) is

\[
\frac{d^2CW}{d\beta^2} = \left(\frac{1}{36t}\right) [-10\lambda^2] < 0.
\]
Therefore the optimal choice for $\beta$ is given by setting the first derivative equal to zero, or the nearest corner solution if that expression falls outside $[0, 1]$. Letting $\beta^{CW}$ denote the unshrouding fraction that maximizes consumer welfare, we have

\[
-12\lambda t = \left[3t + (v_1 + \beta^{CW}\lambda - c_1) - (v_2 - c_2)\right] (-5\lambda) \\
+ \left[(v_1 - c_1) - (v_2 - c_2) + 3t + \lambda(6 - 5\beta^{CW})\right] (\lambda)
\]

\[
-12t = -15t - 5(v_1 + \beta^{CW}\lambda - c_1) + 5(v_2 - c_2) + (v_1 - c_1) - (v_2 - c_2) + 3t + \lambda(6 - 5\beta^{CW})
\]

\[
0 = 4(v_2 - c_2) - 4(v_1 - c_1) + \lambda(6 - 10\beta^{CW})
\]

\[
5\beta^{CW}\lambda = 2(v_2 - c_2) - 2(v_1 - c_1) + 3\lambda
\]

\[
5\beta^{CW}\lambda = 2s_2 - 2(s_1 - \lambda) + 3\lambda
\]

\[
5\beta^{CW}\lambda = 2(s_2 - s_1) + 5\lambda
\]

\[
\beta^{CW} = 1 - \frac{2}{5\lambda}(s_1 - s_2).
\]

Now consider the task of maximizing total welfare. We have

\[
TW(\beta) = \alpha(\beta)(s_1 - ta(\beta)/2) + (1 - \alpha(\beta))(s_2 - t(1 - \alpha(\beta))/2)
\]

\[
= \alpha(\beta)s_1 + (1 - \alpha(\beta))s_2 + ta(\beta)(1 - \alpha(\beta)) - t/2
\]

\[
= \left[\frac{1}{2} + \frac{(v_1 + \beta\lambda - c_1) - (v_2 - c_2)}{6t}\right] (s_1 - s_2) + s_2 \\
+ t \left[\frac{1}{2} + \frac{(v_1 + \beta\lambda - c_1) - (v_2 - c_2)}{6t}\right] \left[\frac{1}{2} - \frac{(v_1 + \beta\lambda - c_1) - (v_2 - c_2)}{6t}\right] - t/2
\]

\[
= s_2 - t/2 + \left[\frac{1}{2} + \frac{(v_1 + \beta\lambda - c_1) - (v_2 - c_2)}{6t}\right] \left[s_1 - s_2 + \frac{t}{2} - \frac{(v_1 + \beta\lambda - c_1) - (v_2 - c_2)}{6}\right]
\]

\[
= s_2 - t/2 + \frac{1}{6t} [3t + (v_1 + \beta\lambda - c_1) - (v_2 - c_2)] [s_1 - s_2 + \frac{t}{2} - \frac{(v_1 + \beta\lambda - c_1) - (v_2 - c_2)}{6}]
\]

\[
= s_2 - t/2 + \frac{1}{36t} [3t + (s_1 - s_2) - (1 - \beta)\lambda] [6(s_1 - s_2) + 3t - s_1 + s_2 + (1 - \beta)\lambda]
\]

\[
= s_2 - t/2 + \frac{1}{36t} [3t + (s_1 - s_2) - (1 - \beta)\lambda] [5(s_1 - s_2) + 3t + (1 - \beta)\lambda].
\]

The first derivative of $TW$ with respect to $\beta$ is

\[
\frac{dTW}{d\beta} = \left(\frac{1}{36t}\right) [3t + (s_1 - s_2) - (1 - \beta)\lambda] (-\lambda) + \left(\frac{1}{36t}\right) (\lambda) [5(s_1 - s_2) + 3t + (1 - \beta)\lambda].
\]
The second derivative of $TW$ with respect to $\beta$ is

$$\frac{d^2TW}{d\beta^2} = \left( \frac{1}{36t} \right) [-2\lambda^2] < 0.$$  

Therefore the optimal choice for $\beta$ is given by setting the first derivative equal to zero, or the nearest corner solution if that expression falls outside $[0, 1]$. Letting $\beta^{TW}$ denote the unshrouding fraction that maximizes total welfare, we have

$$3t + (s_1 - s_2) - (1 - \beta^{TW})\lambda = 5(s_1 - s_2) + 3t + (1 - \beta^{TW})\lambda$$

$$-2(1 - \beta^{TW})\lambda = 4(s_1 - s_2)$$

$$-1 + \beta^{TW} = \frac{2}{\lambda}(s_1 - s_2)$$

$$\beta^{TW} = 1 - \frac{2}{\lambda}(s_2 - s_1).$$

Proof of Proposition 4  
Given a tax of $\tau$, equilibrium pre-tax prices are given by $p_1(\tau) = (3t + 2c_1 + c_2 + v_1 - v_2 - \tau)/3$ and $p_2(\tau) = (3t + 2c_2 + c_1 + v_2 - v_1 + \tau)/3$. The indifferent consumer is located at $\alpha(\tau) = \frac{1}{2} + \frac{1}{6t}(s_1 - s_2 - \lambda - \tau)$. Total welfare is given by

$$TW(\tau) = \alpha(\tau)(s_1 - t\alpha(\tau)/2) + (1 - \alpha(\tau))(s_2 - t(1 - \alpha(\tau))/2)$$

$$= \alpha(\tau)(s_1 - s_2) + s_2 + t\alpha(\tau)(1 - \alpha(\tau)) - t/2$$

$$= s_2 - t/2 + \left[ \frac{1}{2} + \frac{1}{6t}(s_1 - s_2 - \lambda - \tau) \right] (s_1 - s_2)$$

$$+ \left[ \frac{1}{2} + \frac{1}{6t}(s_1 - s_2 - \lambda - \tau) \right] \left[ \frac{1}{2} - \frac{1}{6t}(s_1 - s_2 - \lambda - \tau) \right]$$

$$= s_2 - t/2 + \left( \frac{1}{6t} \right) [3t + s_1 - s_2 - \lambda - \tau] (s_1 - s_2)$$

$$+ \left( \frac{1}{36t} \right) [3t + s_1 - s_2 - \lambda - \tau] [3t - s_1 + s_2 + \lambda + \tau]$$

$$= s_2 - t/2 + \left( \frac{1}{36t} \right) [3t + s_1 - s_2 - \lambda - \tau] [6(s_1 - s_2) + 3t - s_1 + s_2 + \lambda + \tau]$$

$$= s_2 - t/2 + \left( \frac{1}{36t} \right) [3t + s_1 - s_2 - \lambda - \tau] [5(s_1 - s_2) + 3t + \lambda + \tau]$$
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The first derivative of $TW$ with respect to $\tau$ is
\[ \frac{dTW}{d\tau} = \left( \frac{1}{36t} \right) [3t + s_1 - s_2 - \lambda - \tau] (1) + \left( \frac{1}{36t} \right) (15)(s_1 - s_2) + 3t + \lambda + \tau \].

The second derivative of $TW$ with respect to $\tau$ is
\[ \frac{d^2TW}{d\tau^2} = -\frac{1}{18t} < 0. \]

Therefore the optimal choice for $\tau$ is given by setting the first derivative equal to zero.

Letting $\tau^*|_\beta=0$ denote the tax that maximizes total welfare, we have
\[ 3t + s_1 - s_2 - \lambda - \tau^*|_\beta=0 = 5(s_1 - s_2) + 3t + \lambda + \tau^*|_\beta=0 \]
\[ 2\tau^*|_\beta=0 = -2\lambda - 4(s_1 - s_2) \]
\[ \tau^*|_\beta=0 = -\lambda + 2(s_2 - s_1). \]

**Proof of Proposition 5** First consider the case where $\lambda > 0$. Firm two has no incentive to unshroud a positive internality, which makes consumers more likely to purchase good one. Firm one does have an incentive, however. To calculate firm one’s optimal choice of unshrouding fraction $\beta_1$, first note that its equilibrium price, given $\tau$ and $\beta$, is $p_1(\tau, \beta) = (3t + v_1 + \beta \lambda + 2c_1 - v_2 + c_2 - \tau)/3$. Given $\tau$ and $\beta$, in equilibrium the indifferent consumer lies at $\alpha(\tau, \beta) = \frac{1}{2} + \frac{1}{6t}(s_1 - s_2 - (1 - \beta)\lambda - \tau)$. Firm one’s profits, as a function of $\beta_1$ and $\tau$, are therefore
\[ \pi_1(\tau, \beta_1) = \alpha(\tau, \beta_1)(p_1(\tau, \beta_1) - c_1) - \frac{1}{2}\gamma_1(\beta_1)^2 \]
\[ = \frac{1}{18t} [3t + s_1 - s_2 - (1 - \beta_1)\lambda - \tau] [3t + v_1 + \beta_1\lambda - c_1 - v_2 + c_2 - \tau] \]
\[ - \frac{1}{2}\gamma_1(\beta_1)^2 \]
\[ = \frac{1}{18t} [3t + s_1 - s_2 - (1 - \beta_1)\lambda - \tau]^2 - \frac{1}{2}\gamma_1(\beta_1)^2. \]

The first derivative of firm one’s profits with respect to $\beta_1$ is
\[ \frac{\partial \pi_1}{\partial \beta_1} = \frac{\lambda}{9t} [3t + s_1 - s_2 - (1 - \beta_1)\lambda - \tau] - \gamma_1\beta_1. \]
The second derivative of firm one’s profits with respect to \( \beta_1 \) is

\[
\frac{\partial^2 \pi_1}{\partial \beta_1^2} = \frac{\lambda^2}{9t} - \gamma_1,
\]

which is less than zero by assumption. Therefore, firm one’s optimal choice of \( \beta_1 \) is given by setting \( \frac{\partial \pi_1}{\partial \beta_1} \) equal to zero. Letting \( \beta_1(\tau) \) denote the optimal choice, we have

\[
\begin{align*}
\gamma_1 \beta_1(\tau) &= \frac{\lambda}{9t} [3t + s_1 - s_2 - (1 - \beta_1(\tau))\lambda - \tau] \\
\beta_1(\tau)(\gamma_1 - \frac{\lambda^2}{9t}) &= \frac{\lambda}{9t} [3t + s_1 - s_2 - \lambda - \tau] \\
\beta_1(\tau) &= \frac{\lambda}{9t \gamma_1 - \lambda^2} [3t + s_1 - s_2 - \lambda - \tau].
\end{align*}
\]

Note that

\[
\frac{d\beta_1}{d\tau} = \frac{-\lambda}{9t \gamma_1 - \lambda^2}.
\]

Given \( \tau \), in equilibrium the indifferent consumer lies at \( \alpha_1(\tau) \equiv \alpha(\tau, \beta_1(\tau)) = \frac{1}{6t}[3t + s_1 - s_2 - (1 - \beta_1(\tau))\lambda - \tau] \). Therefore we have total welfare

\[
TW_1(\tau) = \alpha_1(\tau)(s_1 - t\alpha_1(\tau)/2) + (1 - \alpha_1(\tau))(s_2 - t(1 - \alpha_1(\tau))/2)
\]

\[
= \alpha_1(\tau)(s_1 - s_2) + s_2 + t\alpha_1(\tau)(1 - \alpha_1(\tau)) - t/2
\]

\[
= s_2 - t/2 + \frac{1}{6t} [3t + s_1 - s_2 - (1 - \beta_1(\tau))\lambda - \tau] (s_1 - s_2)
\]

\[
+ \frac{1}{36t} [3t + s_1 - s_2 - (1 - \beta_1(\tau))\lambda - \tau] [3t - s_1 + s_2 + (1 - \beta_1(\tau))\lambda + \tau]
\]

\[
= s_2 - t/2 + \frac{1}{36t} [3t + s_1 - s_2 - (1 - \beta_1(\tau))\lambda - \tau] [5(s_1 - s_2) + 3t + (1 - \beta_1(\tau))\lambda + \tau].
\]

The first derivative of total welfare with respect to \( \tau \) is

\[
\frac{dTW}{d\tau} = \left( \frac{1}{36t} \right) [3t + s_1 - s_2 - (1 - \beta_1(\tau))\lambda - \tau] \left( 1 + \frac{\lambda^2}{9t \gamma_1 - \lambda^2} \right)
\]

\[
+ \left( \frac{1}{36t} \right) \left( -1 - \frac{\lambda^2}{9t \gamma_1 - \lambda^2} \right) [5(s_1 - s_2) + 3t + (1 - \beta_1(\tau))\lambda + \tau],
\]

\[
= \left( \frac{1}{36t} \right) \left( \frac{9t \gamma_1}{9t \gamma_1 - \lambda^2} \right) [s_1 - s_2 - (1 - \beta_1(\tau))\lambda - \tau - 5(s_1 - s_2) + (1 - \beta_1(\tau))\lambda - \tau]
\]

\[
= \left( \frac{1}{36t} \right) \left( \frac{9t \gamma_1}{9t \gamma_1 - \lambda^2} \right) [-2(1 - \beta_1(\tau))\lambda - 2\tau - 4(s_1 - s_2)]
\]

\[
= \left( \frac{-1}{18t} \right) \left( \frac{9t \gamma_1}{9t \gamma_1 - \lambda^2} \right) [(1 - \beta_1(\tau))\lambda + \tau + 2(s_1 - s_2)].
\]
The second derivative of total welfare with respect to $\tau$ is

$$\frac{d^2TW}{d\tau^2} = \left(\frac{-1}{18t}\right) \left(\frac{9t\gamma_1}{9t\gamma_1 - \lambda^2}\right) \left[1 + \frac{\lambda^2}{9t\gamma_1 - \lambda^2}\right]$$

$$= \left(\frac{-1}{18t}\right) \left(\frac{9t\gamma_1}{9t\gamma_1 - \lambda^2}\right)^2 < 0.$$ 

Therefore the optimal choice for $\tau$ is given by setting the first derivative equal to zero. Letting $\tau_1^*$ denote the tax that maximizes total welfare when $\lambda > 0$, we have

$$0 = (1 - \beta_1(\tau_1^*))\lambda + \tau_1^* + 2(s_1 - s_2)$$

$$0 = \left(1 - \frac{\lambda}{9t\gamma_1 - \lambda^2}[3t + s_1 - s_2 - \lambda - \tau_1^*]\right)\lambda + \tau_1^* + 2(s_1 - s_2)$$

$$0 = (9t\gamma_1 - \lambda^2 - \lambda[3t + s_1 - s_2 - \lambda - \tau_1^*])\lambda + (9t\gamma_1 - \lambda^2)[\tau_1^* + 2(s_1 - s_2)]$$

$$0 = (9t\gamma_1 - 3t\lambda - (s_1 - s_2)\lambda + \tau_1^*\lambda)\lambda + (9t\gamma_1 - \lambda^2)[\tau_1^* + 2(s_1 - s_2)]$$

$$0 = 9t\gamma_1\lambda - 3t\lambda^2 - (s_1 - s_2)\lambda^2 + \tau_1^*\lambda^2 + 9t\gamma_1\tau_1^* + 18t\gamma_1(s_1 - s_2) - \lambda^2\tau_1^* - 2\lambda^2(s_1 - s_2)$$

$$0 = 3t\gamma_1\lambda - t\lambda^2 + 3t\gamma_1\tau_1^* + 6t\gamma_1(s_1 - s_2) - \lambda^2(s_1 - s_2)$$

$$3t\gamma_1\tau_1^* = -3t\gamma_1\lambda + t\lambda^2 + (s_1 - s_2)\lambda^2 - 6t\gamma_1$$

$$\tau_1^* = -\lambda + \frac{\lambda^2}{3t\gamma_1} + (s_1 - s_2)(\frac{\lambda^2}{3t\gamma_1} - 2)$$

$$\tau_1^* = \tau^*|_{\lambda=0} + \frac{\lambda^2(s_1-s_2+1)}{3t\gamma_1},$$

which is the desired result.

Now let us consider the case where $\lambda < 0$. To calculate firm two’s optimal choice of unshrouding fraction $\beta_2$, first note that its equilibrium price, given $\tau$ and $\beta$, is $p_2(\tau, \beta) = (3t + v_2 - \beta \lambda + 2c_2 - v_1 + c_1 + \tau)/3$. Given $\tau$ and $\beta$, in equilibrium the indifferent consumer lies at $\alpha(\tau, \beta) = \frac{1}{2} + \frac{1}{6t}(s_1 - s_2 - (1 - \beta)\lambda - \tau)$. Firm two’s profits, as a function of $\beta_2$ and $\tau$, are therefore

$$\pi_2(\tau, \beta_1) = (1 - \alpha(\tau, \beta_2))(p_2(\tau, \beta_1) - c_2) - \frac{1}{2}\gamma_2(\beta_2)^2$$

$$= \frac{1}{18t} [3t - s_1 + s_2 + (1 - \beta_2)\lambda + \tau] [3t + v_2 - \beta_2\lambda - c_2 - v_1 + c_1 + \tau]$$

$$- \frac{1}{2}\gamma_2(\beta_2)^2$$
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The first derivative of total welfare with respect to \( s \) given by setting

\[
\frac{\partial \pi_2}{\partial s} = \frac{-\lambda}{\eta t} [3t - s_1 + s_2 + (1 - \beta_2)\lambda + \tau] - \gamma_2 \beta_2.
\]

The second derivative of firm two's profits with respect to \( \beta_2 \) is

\[
\frac{\partial^2 \pi_2}{\partial \beta_2^2} = \frac{\lambda^2}{\eta t} - \gamma_2,
\]

which is less than zero by assumption. Therefore, firm two's optimal choice of \( \beta_2 \) is given by setting \( \frac{\partial \pi_2}{\partial \beta_2} \) equal to zero. Letting \( \beta_2(\tau) \) denote the optimal choice, we have

\[
\gamma_2 \beta_2(\tau) = \frac{-\lambda}{\eta t} [3t - s_1 + s_2 + (1 - \beta_2(\tau))\lambda + \tau]
\]

\[
\beta_2(\tau) = \frac{-\lambda}{9t\gamma_2 - \lambda^2} [3t - s_1 + s_2 + \lambda + \tau].
\]

Note that

\[
\frac{d\beta_2}{d\tau} = \frac{-\lambda}{9t\gamma_2 - \lambda^2}.
\]

Given \( \tau \), in equilibrium the indifferent consumer lies at \( \alpha_2(\tau) \equiv \alpha(\tau, \beta_2(\tau)) = \frac{1}{6t} [3t + s_1 - s_2 - (1 - \beta_2(\tau))\lambda - \tau]. \) Therefore we have total welfare

\[
TW_1(\tau) = \alpha_2(\tau)(s_1 - t\alpha_2(\tau)/2) + (1 - \alpha_2(\tau))(s_2 - t(1 - \alpha_2(\tau))/2)
\]

\[
= \alpha_2(\tau)(s_1 - s_2) + s_2 + t\alpha_2(\tau)(1 - \alpha_2(\tau)) - t/2
\]

\[
= s_2 - t/2 + \frac{1}{6t} [3t + s_1 - s_2 - (1 - \beta_2(\tau))\lambda - \tau] (s_1 - s_2)
\]

\[
+ \frac{1}{36t} [3t + s_1 - s_2 - (1 - \beta_2(\tau))\lambda - \tau] [3t - s_1 + s_2 + (1 - \beta_2(\tau))\lambda + \tau]
\]

\[
= s_2 - t/2 + \frac{1}{36t} [3t + s_1 - s_2 - (1 - \beta_2(\tau))\lambda - \tau] [5(s_1 - s_2) + 3t + (1 - \beta_2(\tau))\lambda + \tau].
\]

The first derivative of total welfare with respect to \( \tau \) is

\[
\frac{dTW_1}{d\tau} = \left( \frac{1}{36t} \right) [3t + s_1 - s_2 - (1 - \beta_2(\tau))\lambda - \tau] \left( 1 + \frac{\lambda^2}{9t\gamma_2 - \lambda^2} \right)
\]

\[
+ \left( \frac{1}{36t} \right) \left( -1 - \frac{\lambda^2}{9t\gamma_2 - \lambda^2} \right) [5(s_1 - s_2) + 3t + (1 - \beta_2(\tau))\lambda + \tau].
\]
\[= \left( \frac{1}{36t} \right) \left( \frac{9t\gamma_2}{9t\gamma_2 - \lambda^2} \right) \left[ s_1 - s_2 - (1 - \beta_2(\tau))\lambda - \tau - 5(s_1 - s_2) - (1 - \beta_2(\tau))\lambda - \tau \right] \]

\[= \left( \frac{1}{36t} \right) \left( \frac{9t\gamma_2}{9t\gamma_2 - \lambda^2} \right) \left[ -2(1 - \beta_2(\tau))\lambda - 2\tau - 4(s_1 - s_2) \right] \]

\[= \left( \frac{-1}{18t} \right) \left( \frac{9t\gamma_2}{9t\gamma_2 - \lambda^2} \right) \left[ (1 - \beta_2(\tau))\lambda + \tau + 2(s_1 - s_2) \right] \]

The second derivative of total welfare with respect to \(\tau\) is

\[
\frac{d^2TW}{d\tau^2} = \left( \frac{-1}{18t} \right) \left( \frac{9t\gamma_2}{9t\gamma_2 - \lambda^2} \right) \left[ 1 + \frac{\lambda^2}{9t\gamma_2 - \lambda^2} \right]
\]

\[= \left( \frac{-1}{18t} \right) \left( \frac{9t\gamma_2}{9t\gamma_2 - \lambda^2} \right)^2 < 0. \]

Therefore the optimal choice for \(\tau\) is given by setting the first derivative equal to zero.

Letting \(\tau^*_2\) denote the tax that maximizes total welfare when \(\lambda > 0\), we have

\[0 = (1 - \beta_2(\tau^*_2))\lambda + \tau^*_2 + 2(s_1 - s_2) \]

\[0 = \left( 1 + \frac{\lambda}{9t\gamma_2 - \lambda^2} \left[ 3t - s_1 + s_2 + \lambda + \tau^*_2 \right] \right) \lambda + \tau^*_2 + 2(s_1 - s_2) \]

\[0 = (9t\gamma_2 - \lambda^2 + \lambda \left[ 3t - s_1 + s_2 + \lambda + \tau^*_2 \right]) \lambda + (9t\gamma_2 - \lambda^2) \left[ \tau^*_2 + 2(s_1 - s_2) \right] \]

\[0 = (9t\gamma_2 + 3t\lambda - (s_1 - s_2)\lambda + \tau^*_2 \lambda) \lambda + (9t\gamma_2 - \lambda^2) \left[ \tau^*_2 + 2(s_1 - s_2) \right] \]

\[0 = 9t\gamma_2\lambda + 3t\lambda^2 - (s_1 - s_2)\lambda^2 + \tau^*_2 \lambda^2 + 9t\gamma_2\tau^*_2 + 18t\gamma_2(s_1 - s_2) - \lambda^2\tau^*_2 - 2\lambda^2(s_1 - s_2) \]

\[0 = 3t\gamma_2\lambda + t\lambda^2 + 3t\gamma_2\tau^*_2 + 6t\gamma_2(s_1 - s_2) - \lambda^2(s_1 - s_2) \]

\[3t\gamma_2\tau^*_2 = -3t\gamma_2\lambda - t\lambda^2 + (s_1 - s_2)(\lambda^2 - 6t\gamma_2) \]

\[\tau^*_2 = -\lambda - \frac{\lambda^2}{3t\gamma_2} + (s_1 - s_2)/(\frac{\lambda^2}{3t\gamma_2} - 2) \]

\[\tau^*_2 = \tau^*_2|_{\beta = 0} + \frac{\lambda^2(s_1 - s_2 - t)}{3t\gamma_2}. \]

**Proof of Proposition 6** It is sufficient to show that (i) when \(\lambda > 0\), firm one’s optimal unshrouding function is increasing in the subsidy rate, and that (ii) when \(\lambda < 0\), firm two’s optimal unshrouding function is increasing in the tax rate. Letting \(\sigma \equiv -\tau\) denote the subsidy rate, for firm one, we have

185
\[ \beta_1(\tau) = \frac{\lambda}{9t \gamma_1 - \lambda^2} [3t + s_1 - s_2 - \lambda - \tau] \]
\[ = \frac{\lambda}{9t \gamma_1 - \lambda^2} [3t + s_1 - s_2 - \lambda + \sigma], \]
so that
\[ \frac{d\beta_1}{d\sigma} = \frac{\lambda}{9t \gamma_1 - \lambda^2} > 0. \]
For firm two, we have
\[ \beta_2(\tau) = \frac{-\lambda}{9t \gamma_2 - \lambda^2} [3t - s_1 + s_2 + \lambda + \tau], \]
so that,
\[ \frac{d\beta_2}{d\tau} = \frac{-\lambda}{9t \gamma_1 - \lambda^2} = \frac{|\lambda|}{9t \gamma_1 - \lambda^2} > 0. \]