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ABSTRACT

Communications technology is fundamentally changing the way people live their lives. Smartphones have become mobile computers. Vast amounts of personal information are stored and collected on the mobile devices that we carry. A major debate is now taking place within the United States on the balance between privacy and security—a debate that was galvanized in 2013 after Edward Snowden’s revelations of massive US government surveillance against technology used by many people not just in the United States, but worldwide. Lately, the debate has centered on the US government’s claim, articulated by FBI Director James Comey, that law enforcement agencies are now “going dark” on potential evidence of serious crimes, including terrorism. The government argues it is unable to access some digital information, even with a valid legal warrant, due to the recent implementation of encryption across many mobile communications platforms. Because the communications are encrypted, technology companies served with a warrant simply respond that even they themselves cannot access the data. The move towards encryption for some companies was motivated, at least in part, by business reasons, as well as privacy rights concerns. After the 2013 revelations, many companies sought to distance themselves from the US government as internationally, technology companies were being painted with a broad brush that they
assisted the government in carrying out the mass surveillance. Recently, secure communication applications such as SnapChat, Wickr and Telegram have increased in popularity due to their ability to provide instantaneous encrypted communications and the ability to auto delete data.¹

In 2015 and 2016, adherents of the Islamic State of Iraq and the Levant (ISIL) executed major terrorist attacks in the cities of Paris, Brussels, and San Bernadino. In several of these attacks, the perpetrators utilized secure communication applications to plan and coordinate the killing of innocent people.² In a 2015 attack carried out in Garland, Texas, the perpetrator had communicated with an ISIL attack plotter overseas. The government was never able to decrypt their secure communications, thus losing valuable intelligence on how individuals in the United States may be contacted, recruited and possibly trained to conduct attacks from ISIL overseas. Despite the government’s concerns, many technology companies maintain that privacy rights and the benefits of secure communications to a free society trump the benefits provided by potential governmental access to all communications.

This paper will explore both sides of the debate with regard to the use of secure communications applications and potential solutions that may allow the government to get the information they need while preserving the privacy needs of the individual and the


economic competitiveness of technology companies at home and abroad. However, as technology continues to evolve, the debate will likely continue to shift as each side tries to figure out the right balance for their needs.
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CHAPTER 1
INTRODUCTION

Since the revelation of massive government bulk data surveillance on Americans and foreign targets in 2013, a shift has occurred within the technology community and the privacy activist community to address what they view as an assault on personal liberties. In an article from The Nation entitled, “Can Encryption Save Us?”, author Eleanor Saitta notes that in the aftermath of the Edward Snowden leaks, privacy advocates and engineers in the technology community “told the public to trust math—encryption—not politics or law to protect their privacy.”¹ According to Saitta, the track record of reining in US surveillance through the law was “abysmal,” with “no proven instances of a law permanently removing an operational, cost effective, productive foreign-surveillance capability on human rights or constitutional grounds.”² On the other end of the spectrum, Former NSA Director General Michael Hayden believes that the NSA and by extension, the US Government have been wrongfully accused. In an interview with the Financial Review, General Hayden stated the “NSA has been fulfilling its responsibilities to the nation and yet it is being constantly vilified and misrepresented in the press. The media have presented the unauthorized leaks of stolen US intelligence—most of which has nothing to do with American citizens and privacy but instead

² Ibid.
represents legitimate foreign intelligence gathering—in such a way that the public is
incorrectly led to believe that NSA, and its people, are doing something illegal or
improper.”

Yet, trusting in math instead of the Government, companies such as Microsoft,
Apple, Google and Yahoo have incorporated enhanced encryption services on their
platforms. Even going as far as implementing full end-to-end encryption, where even if
served a valid court order or warrant from a magistrate judge to turn over information, the
companies would be unable to comply as they do not possess the encryption keys to
unlock the data. In other words, law enforcement agencies would be given the data, but
it would be completely indecipherable.

The inability to meaningfully serve legal process on encrypted communications
services has the law enforcement and intelligence communities concerned with the
possibility of being blind to threats posed by terrorists, spies, pedophiles, and criminal

---


cyber actors, among others.\textsuperscript{7} If encrypted communication platforms become “virtual safe havens,” government authorities fear—and rightly so—bad actors will rush to adopt those communication channels in order to evade law enforcement detection and plan their activities without fear of discovery.\textsuperscript{8} To those charged with protecting the nation from terrorist attacks, this freedom to plot would not only facilitate, but could also arguably encourage, future attacks. The terrorist attacks in Paris in November 2015 are thought to have been planned using encrypted communications.\textsuperscript{9} These attacks underscore the government’s position that bad actors will flock to these platforms for their operational activities and that law enforcement visibility on these communications is not only necessary to apprehend all those responsible, but is also crucial to prevent future attacks.

In testimony before the Homeland Security Committee of the US House of Representatives, Federal Bureau of Investigation (FBI) Director James Comey characterized the evolving terrorist threat to the Homeland through the successful use of

\begin{flushright}
\footnotesize


\end{flushright}
the internet by the Islamic State of Iraq and the Levant (ISIL), also known as

ISIS:

ISIL has used ubiquitous social media to break the model and push into the United States, into the pockets, onto the mobile devices of troubled souls throughout our country in all 50 states a twin message: Come or kill, come or kill. Come to the so-called caliphate, live a life of glory, participate in the final battle between good and evil on God’s side. Come to the caliphate, and if you can’t come, kill where you are.10

In March 2016, the House Homeland Security Committee released a report entitled, “#Terror Gone Viral: Overview of the 75 ISIS-Linked Plots against the West 2014-2016.”11 Among the key findings from the report were that the United States was the favorite target for ISIL-linked plots, followed by France and the United Kingdom. In addition, the number of attacks were increasing as the years went by, and becoming deadlier on average, with a higher death toll with each attack.12 According to the report, ISIL had successfully “crowd-sourced” its terrorism agenda by inspiring their adherents to conduct most of its attacks: two-thirds of the Islamic State plots against the West appeared to have been “inspired” rather than directed from the top or carried out by trained jihadists.13


11 Ibid.

12 Ibid.

13 Ibid.
Finally, the report noted that terrorists were “going dark,” making it harder in some cases to prevent attacks.\textsuperscript{14} Islamic State is pushing out guidance on how to secure their communications, which appeared to be having an effect, as shown by several prominent attacks where terrorists encrypted their communications, making their data inaccessible to authorities, including the attacks in Garland, Texas and Paris, France.\textsuperscript{15} In Garland, the suspect reportedly exchanged 109 encrypted messages with a known terrorist overseas before his attack, and in Paris, the attackers allegedly used encrypted communications to plan their operation.\textsuperscript{16} In both cases authorities were apparently unable to intercept the messages ahead of time, and that inability to access the information due to encryption has hindered investigations.\textsuperscript{17} The following diagram from the Homeland Security report highlights several of the key findings.

\begin{enumerate}
\item\textsuperscript{14} Ibid.
\item\textsuperscript{17} Ibid.
\end{enumerate}
As a growing body of research shows, “successful” terrorist attacks are increasingly linked to, and perhaps dependent on, the use of the Internet and secure communications.
platforms.\textsuperscript{18} As a result of this trend, those who investigate and monitor terrorist threats are focused on the significant investigative hurdles erected by encryption.

At the other end of the spectrum, however, privacy advocates and the technology sector emphasize the virtues of encryption and caution against the degrading effect of an omniscient government and absolute surveillance on a democracy.\textsuperscript{19} They argue that encryption has the ability to safeguard privacy, thwart hackers and identity thieves, protect commercial interests and allow for freedom for dissidents to speak freely, as was seen during the Arab Spring in 2011.\textsuperscript{20} A poll of the American people showed that they too were concerned about potential excesses in US government surveillance.\textsuperscript{21} In March 2015, the Pew Research Center released a report titled, “Americans’ Privacy Strategies Post-Snowden,” which attempted to ascertain Americans’ thoughts on US government intelligence programs, including the bulk telephone metadata capture that came to light after many of the Edward Snowden documents were released to the public.\textsuperscript{22} The survey

\textsuperscript{18} Ibid.


\textsuperscript{23} Ibid.
asked a sample of American adults what they thought of these government programs, including how the programs were managed and monitored, and whether they personally have altered their communication habits and online activities since learning about the details of these programs. In a demonstration of the strength of the privacy reaction, almost 90% of Americans surveyed indicated they had heard something about the government surveillance program, and 25% of those who were aware of the surveillance programs indicated they had changed their patterns of use of the following technologies.

\[\text{Ibid.}\]
either “a great deal” or “somewhat” since the Snowden revelations.\(^{25}\)

Therefore, this paper will attempt to navigate between the two extremes of perfect security and perfect privacy, focusing on the role of encrypted messaging applications or “apps” in terrorist plotting and the resulting tensions between the government’s mission to protect the nation, and various advocacy groups’ desire to preserve the liberties and information security of the individual. The government’s ability to maintain the

\(^{25}\) Ibid.
increasingly delicate balance between liberty and security in an age of rapid technological advances and evolving terrorist threats is an important topic with critical ethical implications. While encryption can empower terrorists in a way that threatens the physical safety of the body politic in a democratic society, unfettered government surveillance can threaten its soul.

After providing an overview of secure messaging through encryption, this paper will examine several case studies that exemplify the terrorist threat vis-à-vis encrypted messaging, and will look at some of the most popular encrypted apps utilized by ISIL to include Wickr, and Telegram. This paper will then examine the case for enhanced privacy and the effects of mass surveillance, and current legislative efforts underway to address the issues raised by both sides. Finally, this paper will conclude with recommendations that can help address the primary concerns voiced by privacy advocates and the technology sector to protect civil liberties while providing meaningful compliance with valid court orders for information on known terrorists that can help prevent future attacks. While neither side may be satisfied with all the recommendations, it is at least a step forward towards a common solution instead of the winner-take-all approaches that are currently being advocated by both sides.

CHAPTER 2
SECURE MESSAGING

To better understand secure messaging, it is important to first understand how messaging has evolved on the mobile phone platform. Currently, over 68% of Americans own a smartphone.¹ Smartphones are differentiated from regular mobile phones by their ability to function as a computer. A smartphone is defined as a mobile phone that performs many of the functions of a computer, typically having a touchscreen interface, Internet access, and an operating system capable of running downloaded applications.² Whether or not a smartphone, most mobile phones share the ability to send messages to other mobile phones using a method called text messaging or Short Message Service (SMS).³ It was a standard communication platform built for the early days of mobile communication, which involved communicating via buttons on a dial pad.⁴ Messages were capped in length at 160 characters—a limitation that remains in effect today, although a modern text messaging applications or “apps” will turn longer messages into an MMS (Multimedia Messaging) in order to work around that limitation.⁵


⁴ Ibid.

⁵ Ibid.
Instant messaging works much differently than SMS or MMS text messaging. Messages are sent over the Internet and through the servers of whichever company runs the messaging service. As such, an individual only needs an Internet connection to communicate, whereas with SMS, the individual’s device needs to be connected to a cellular network. Because smartphones function like computers, they are able to run Instant Messaging (IM) programs or apps. These mobile messaging apps are frequently called "over-the-top" (OTT) messaging, as the services operate on the Internet as an alternative to what is offered by the phone carrier. However, most mobile messaging apps are not secure. After the Snowden revelations revealed that mobile phones were being exploited by the US Government, an effort to secure mobile communications emerged. A flood of new messaging apps were introduced that combined the ease and

---

6 Ibid.
7 Ibid.
8 Ibid.
9 Ibid.
speed of instant messaging, with the security of encryption. These apps are referred to as encrypted messaging apps.\textsuperscript{13}

Encryption is defined as the process of converting information or data into a code, especially to prevent unauthorized access.\textsuperscript{14} Edward Snowden warns that on mobile devices, messages in transit are the easiest to intercept.\textsuperscript{15} Therefore, he argues the “only way to protect messages from being intercepted by malicious third-parties, is to communicate using a service that provides end-to-end encryption.”\textsuperscript{16} There are many encrypted messaging apps available today on mobile smart phones.\textsuperscript{17} Each of these communications apps has their own unique interface, capabilities and security features.\textsuperscript{18} Also, each is unique to the technology ecosystem of the user—that is, whether the user has an Android, Windows or iOS smartphone.

In August 2015, the Pew Research Center conducted a survey specifically on mobile messaging apps and their popularity among young adults. The survey discovered

\begin{itemize}
\item \textsuperscript{16} Ibid.
\end{itemize}
that 36% of smartphone owners use or own at least one messaging app, and that 17% use messaging apps that auto-delete their information.\textsuperscript{19} When focusing on the 18 to 29 year-old demographic, the use of messaging apps, and encrypted messaging apps in particular, goes up by a much larger percentage.\textsuperscript{20} Almost half (49%) of smartphone owners surveyed ages 18 to 29 use messaging apps, and 41% of that same demographic utilize auto-delete messaging applications such as Snapchat and Wickr.\textsuperscript{21}


\textsuperscript{20} Ibid.

\textsuperscript{21} Ibid.
Although many users had previously felt their information was protected through the use of public key encryption systems, the Snowden leaks revealed that government surveillance against so-called encrypted systems was still widespread.\textsuperscript{22} In June 2013, the United Kingdom-based newspaper, \textit{The Guardian}, published a document leaked by Edward Snowden wherein the US National Security Agency (NSA) claimed they had

\begin{table}
\centering
\begin{tabular}{|c|c|c|}
\hline
\textbf{} & \textbf{Messaging apps} & \textbf{Auto-delete apps} \\
\hline
\textbf{Total} & 36\% & 17\% \\
\hline
\textbf{Men} & 37 & 17 \\
\hline
\textbf{Women} & 36 & 18 \\
\hline
\textbf{White, Non-Hispanic} & 34 & 18 \\
\hline
\textbf{Black, Non-Hispanic} & N/A* & N/A* \\
\hline
\textbf{Hispanic} & N/A* & N/A* \\
\hline
\textbf{18-29} & 49 & 41 \\
\hline
\textbf{30-49} & 37 & 11 \\
\hline
\textbf{50+} & 24 & 4 \\
\hline
\textbf{High school grad or less} & 30 & 19 \\
\hline
\textbf{Some college} & 34 & 20 \\
\hline
\textbf{College+} & 45 & 13 \\
\hline
\textbf{Less than $50,000 yr} & 37 & 18 \\
\hline
\textbf{$50,000+$} & 36 & 17 \\
\hline
\textbf{Urban} & 42 & 22 \\
\hline
\textbf{Suburban} & 37 & 15 \\
\hline
\textbf{Rural (n=99 smartphone owners)} & 22 & 13 \\
\hline
\end{tabular}
\caption{Mobile Messaging Apps Particularly Popular Among Young Adults}
\end{table}

\begin{flushright}
\textit{Among smartphone owners, the \% who use messaging apps and apps that automatically delete sent messages}
\end{flushright}

\begin{flushright}
* Because some questions were given to half the respondents, there are not enough cases to allow sufficient statistical analysis for these groups.
\end{flushright}

\begin{flushright}
PEW RESEARCH CENTER
\end{flushright}

“direct access” to the networks of technology giants Apple, Google, Microsoft and Facebook through its PRISM program.\textsuperscript{23} It was also revealed that Microsoft was complicit in providing the NSA with access to its systems and networks, even going so far as to provide the agency with its encryption keys.\textsuperscript{24} These and other leaked documents illustrated the scale of cooperation between Silicon Valley and the US intelligence agencies over a three-year period, and shed new light on the workings of the top secret PRISM program.\textsuperscript{25} In addition, the documents also highlighted that Microsoft helped the NSA circumvent Microsoft’s encryption to address the agency’s concerns that it would be unable to intercept web chats on the new Outlook.com portal, and revealed that he agency already had pre-encryption access to email on Outlook.com and Hotmail.com.\textsuperscript{26}

In defense of its actions, Microsoft issued a statement that when it upgrades or updates its products, the company is not “absolved from the need to comply with existing or future lawful demands.”\textsuperscript{27} The company also pointed out that it provided user information or data only in response to government orders, and only regarding specific


\textsuperscript{25} Ibid.

\textsuperscript{26} Ibid.

\textsuperscript{27} Ibid.
accounts or identifiers.\textsuperscript{28} Soon after the Snowden revelations, many tech companies began to distance themselves from the Government while voicing their frustrations to the White House.\textsuperscript{29} In a December 9, 2013 letter to President Obama, leaders from US technology companies Yahoo, Google, Facebook, Apple, Microsoft, Twitter, LinkedIn and AOL recommended that the President rein in the NSA and allow the companies to alert users to what data the government is seeking from the companies.\textsuperscript{30} In addition, each company listed above with the exception of AOL, took part in a roundtable discussion with the White House to discuss fallout from the NSA disclosures.\textsuperscript{31} In June 2013, Google requested from the Department of Justice the ability to reveal to the American public “what data the government is seeking from them.”\textsuperscript{32,33} In 2014, Twitter sued the US government for the ability to tell its users about national security requests it receives from the government.\textsuperscript{34}

\begin{itemize}
\item \textsuperscript{28} Ibid.
\item \textsuperscript{30} Ibid.
\item \textsuperscript{31} Ibid.
\item \textsuperscript{32} Ibid.
\item \textsuperscript{33} Sam Gustin, “Google: We’re No NSA Stooge and We’ll Prove It if the Feds Let Us,” \textit{Time}, June 11, 2013, accessed March 12, 2016, http://business.time.com/2013/06/11/google-were-no-nsa-stooge-and-well-prove-it-if-the-feds-let-us/.
\end{itemize}
Tech companies have very good reasons to distance themselves from the NSA disclosures. Mass surveillance programs are extremely unpopular with the American public, and undermined users’ confidence in these tech companies at home and abroad. Tech companies worried that if customers began to feel that their information was not safe, they might take their business elsewhere, depriving the company of valuable revenue. Indeed, according to a March 2014 article in *The New York Times* entitled, “Revelations of N.S.A. Spying Cost U.S. Tech Companies,” Microsoft had lost technology accounts from the country of Brazil due to the Snowden revelations. In addition, the article detailed how companies offering cloud computing services would also be affected by the NSA scandal. According to a report by the Information Technology & Innovation Foundation (ITIF), US cloud computing companies stand to

---


lose up to $35 Billion by 2016 due to the NSA PRISM program. Others calculated potential losses as high as $180 billion, or 25% of overall revenue.

In addition to financial considerations, tech companies were further motivated to distance themselves from the US government from information indicating the US government had surveillance programs targeting their networks without their knowledge, and that the government had gained access to their systems without a court order. For instance, Google and Yahoo were unaware that their server data centers around the world had been compromised by the NSA. Mike Hearn, a security engineer at Google, addressed one of the released documents which demonstrated how the NSA had gotten access to Google’s data center.

39 Ibid.


In a post on his Google+ account, Mike Hearn stated:

We designed this system to **keep criminals out**. There's no ambiguity here. The warrant system with skeptical judges, paths for appeal, and rules of evidence was built from centuries of hard won experience. When it works, it represents as good a balance as we've got between the need to restrain the state and the need to keep crime in check. Bypassing that system is illegal for a good reason. Unfortunately, we live in a world where all too often, laws are for the little people. Nobody at GCHQ or the NSA will ever stand before a judge and answer for this industrial-scale subversion of the judicial process. In the absence of working law enforcement, we therefore do what internet engineers have always done - build more secure software. The traffic shown in the slides below is now all encrypted and the work the NSA/GCHQ staff did on understanding it, ruined. Thank you Edward Snowden. For me personally, this is the most interesting revelation all summer.\(^4^4\)

The NSA surveillance scandal spurred the introduction of forward secrecy, which is an encryption scheme whereby new encryption keys are generated with each chat session.\(^4^5\) With forward secrecy, unlike with earlier encryption schemes, if an unwanted third party somehow stole the encryption key in a chat session between two individuals, the third party would be only able to decipher the messages from the one session, but would not be able to read messages from any other session.\(^4^6\) On November 22, 2013,

---

\(^4^4\) Ibid.


Twitter announced the implementation of perfect forward secrecy across its platform. In a written statement, Twitter announced that it enabled forward secrecy for traffic on twitter.com, api.twitter.com, and mobile.twitter.com as “part of [their] continuing effort to keep [] users’ information as secure as possible.” On top of the usual confidentiality and integrity properties of HTTPS, Twitter’s perfect forward secrecy ensures that if an adversary were recording all Twitter users’ encrypted traffic, and they later crack or steal Twitter’s private keys, they would not be able to use those keys to decrypt the recorded traffic.

According to the Electronic Frontier Foundation (EFF), a non-profit organization with the stated mission to defend civil liberties in the digital realm, the type of protection provided by encryption is critical in securing a user’s privacy. In 2015, the EFF issued a report called the “Secure Messaging Scorecard,” which evaluated 39 secure messaging services based on 7 metrics of proven security measures. The EFF argued that the

---


48 Ibid.

49 Ibid.


52 Ibid.
“Snowden revelations have confirmed our worst fears: governments are spying on our
digital lives, grabbing up communications transmitted in the clear.”

Despite popular discontent over widespread government surveillance, encryption
tools are still not routinely and extensively used by the general public, possibly due to
two things: security and usability. Most of the tools that are user-friendly for the general
public are often not secure. Messing tools that are really secure are often not user-
friendly, and everyday users may have trouble installing the technology and correctly
applying the appropriate encryption settings. One report stated that “users expect
software to "just work" without worrying too much about the technical details. But the
researchers discovered that users tended to make mistakes that compromise their
security.” In creating the Secure Messaging Scorecard, the EFF’s stated goals “are
championing technologies that are strongly secure and also simple to use…These are the
tools everyday users need to communicate with friends, family members, and colleagues,
and we need secure solutions for them.” In addition, the hope of the EFF was that the

53 Ibid.

54 Ibid.

55 Ibid.


57 Ibid.

scorecard might also “serve as a race-to-the-top, spurring innovation around strong crypto for digital communications.”

Only 6 encryption apps managed to meet all 7 of the EFF Scorecard’s security metrics: ChatSecure + Orbot, Cryptocat, RedPhone, Silent Phone, Silent Text, and TextSecure.

Many of the most current popular instant messaging apps such as SnapChat, Skype,

\[59\] Ibid.

Facebook and Google Hangouts only met two of the EFF’s criteria, while AOL Instant Messenger fared the worst, satisfying one of the seven criteria for secure messaging.61

When it comes to concerns over secure communications, ISIL, for its part, has also weighed in on the importance of secure messaging and has become one of its most ardent--and nefarious--supporters.62 The group has built a tech-savvy division of commanders who issue tutorials to its sympathizers instructing on the most secure and least expensive ways of communicating.63 After the Paris Attacks in November 2015, The Wall Street Journal published an article entitled, “How Islamic State Teaches Tech Savvy To Evade Detection,” documenting how ISIL is the furthest along among terrorist organizations in promoting social media and encrypted messaging technology through the use of online tutorials, videos and even recommendations to their online followers on which types of mobile phone hardware to purchase.64 In January 2015, ISIL supporter known online as “al-Khabir al-Taqni” (al-Taqni), a self-identified “technical expert,” provided would-be ISIL fighters with a list of what he determined were the safest

---


64 Ibid.
encrypted communications systems available. Al-Taqni emphasized the importance of utilizing such technology, stating that “[t]hrough this, we can break one of the strongest weapons of the Crusader governments in spying on and tracking the mujahedeen and targeting them with aircraft,” referring to the US-led coalition fighting ISIL.

Al-Taqni, similar to the EFF, ranked 33 secure messaging applications, according to the SITE Intelligence Group, which closely monitors the online activities of terrorist groups worldwide. Al-Taqni ranked the various encrypted applications as unsafe, moderately safe, safe and safest. There was some overlap between Al-Taqni’s and EFF’s ratings, with some of the “safest” applications being SilentCircle (also known as SilentPhone), Redphone, ChatSecure+ and TextSecure (now known as Signal).
In remarks before an open session of the Senate Select Committee on Intelligence on July 7, 2015, FBI Director James Comey explained to committee members that ISIL—to an even greater degree than al Qaeda or other foreign terrorist organizations—has persistently used the Internet to communicate, and has aggressively employed this technology for its nefarious strategy. Comey stated that from a homeland perspective, ISIL’s widespread reach through the Internet and social media is most concerning, as social media has allowed groups such as ISIL to use the Internet to spot and assess potential recruits. According to Comey, [w]ith the widespread horizontal distribution of social media, terrorists can identify vulnerable individuals of all ages in the United


70 Ibid.
States—spot, assess, recruit, and radicalize—either to travel or to conduct a homeland attack. The foreign terrorist now has direct access into the United States like never before.\textsuperscript{71}

Director Comey further explained that during the month preceding the 2015 Independence Day holiday in the United States, the FBI had over a hundred active investigations in all 50 states.\textsuperscript{72} Comey also testified before the Senate regarding the growing trend of “going dark” or, as he characterized it, the growing divide between the government having lawful court orders for information and technology making the information undecipherable or unavailable.\textsuperscript{73} He referenced the use of encrypted applications that rode on the backbone of the Internet, and gave an example of the intersection between social media and encrypted applications, specifically the use of Twitter by ISIL operatives in Syria to reach out to, and initiate contact with, individuals in the West, including the United States.\textsuperscript{74} After establishing contact using open communications on social media platforms such as Twitter, ISIL operatives would then instruct individuals to utilize an encrypted app in order to engage in further dialogue away from the prying eyes of the government. Once the discussions moved to encrypted

\begin{footnotes}
\item[71] Ibid.
\item[72] Ibid.
\item[73] Ibid.
\item[74] Ibid.
\end{footnotes}
platforms, neither the FBI nor the rest of the USIC could see the contents of the communications.\textsuperscript{75}

Director Comey stated that it was not his intention to frighten, but to begin an earnest conversation on how privacy could be protected while still preserving the government’s ability to execute valid court orders under the 4\textsuperscript{th} Amendment of the U.S. Constitution.\textsuperscript{76} Acknowledging that although there might not be a “right answer” to the problem, Director Comey argued that Silicon Valley technology companies and the government still needed to work together in order to ascertain if a new framework could be implemented that preserved access while protecting privacy.\textsuperscript{77}

\textsuperscript{75} Ibid.

\textsuperscript{76} Ibid.

\textsuperscript{77} Ibid.
CHAPTER 3
JUNAID HUSSAIN

Junaid Hussain, also known as Abu Hussain al-Britani, was a United Kingdom (UK) resident and the eventual head of the CyberCaliphate, ISIL’s cyber warfare arm.¹ He came to embody the worst fears of the law enforcement and intelligence communities and represented a new generation of terrorists and their abilities in the social media and communications landscape.² Hussain was born in Birmingham, England and was a gifted student with computers.³ Hussain had received offers from two universities in the UK to study computer forensics, but instead turned his attention and skills towards aiding the global jihadist movement.⁴ Hussain first came to prominence in the UK in 2012 after he hacked the e-mail account of British Prime Minister Tony Blair and his key advisor Katy Kay, exposing over 150 contacts of the Prime Minister along with his personal email


³ Ibid.


Hussain was found, captured and jailed for 6 months for this cyber attack. Upon being granted bail, Hussain fled Birmingham, UK to join ISIL in Syria, where he eventually became the head of the CyberCaliphate. In this role, Hussain led a hacking attack against the United States Central Command (USCENTCOM) Twitter account, briefly overtaking the account over and posting pro-ISIL messages favorable to ISIL.

Abu Hussain al-Britani set out creating a team that would eventually leverage social media and encrypted communication mobile apps to identify, recruit and direct operations against western targets. In April 2015, the Stop Islamization of America group, also known as the American Freedom Defense Initiative (AFDI), planned a Stand Up for the Prophet Event, specifically a “Draw Mohammad” contest, to be held at the Curtis Culwell Center in Garland, Texas. Both the group and the event were highly controversial. SIOA claims to be a civil liberties advocacy group, but other organizations...

---

5 Ibid.
6 Ibid.
7 Ibid.


such as the Southern Poverty Law Center (SPLC) categorizes them as a “hate group.”\textsuperscript{11} The SIOA, led by Pamela Geller, counters the notion by stating that she established the event as a “political critique” of Islam.\textsuperscript{12} She further went on to state that "We absolutely must have other events like this to stand up for free speech...I will not abridge my freedoms so as not to offend savages."\textsuperscript{13}

Security around the event was tight that night due to the controversial subject matter, but also because of the appearance of guest speaker Geert Wilders, a Dutch politician who is reviled across the Islamic world for his views on Islam.\textsuperscript{14} Organizers of the event stated that they had spent over $10,000 on security and hired over 40 security guards.\textsuperscript{15} A little before 7 pm PST, Elton Simpson posted on Twitter: "May Allah accept us as mujahedeen," with the hashtag #texasattack.\textsuperscript{16} In his tweet, he said he and an accomplice had pledged allegiance to “Amirul Mu'mineen,” which was likely a
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reference to ISIL leader Abu Bakr al-Baghdadi. The user also asked his readers to follow Junaid Hussain on Twitter.

Around 7 pm PST, close to the end of the event, violence erupted. Two men, Elton Simpson and Nadir Hamid Soofi, who traveled from Phoenix, Arizona to Garland, Texas arrived with several assault rifles, multiple handguns and 1,500 rounds of ammunition. Simpson and Soofi opened fire outside the event, wounding a security officer, before being killed by local police.

After the shooting occurred, Hussain tweeted: "Allahu Akbar!!!!! 2 of our brothers just opened fire at the Prophet Muhammad (s.a.w) art exhibition in texas!" ISIL later claimed responsibility for the attack on its official radio station, stating that "two of the soldiers of the caliphate executed an attack on an art exhibit in Garland, Texas, and this exhibit was portraying negative picture of the prophet Mohammad…We tell America that what is coming will be even bigger and more bitter, and that you will
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see the soldiers of Isis do terrible things.”22 The extent of ISIL’s involvement in planning or directing the attack has not been confirmed, but if Simpson and Soofi were indeed directed by ISIL, the event would mark the first ISIL attack against the United States on US soil.23

Complicating efforts to determine ISIL’s involvement in the attacks has been the inability to uncover the communications between the attacker Simpson and presumably Junaid Hussain.24 In a meeting with Congress in December 2015, FBI Director James Comey stated that on the morning of the attack in Garland, Texas, one of the gunmen exchanged 109 messages with an overseas terrorist.25 Unfortunately, the FBI had no idea what was said and no way of finding out because the messages were encrypted.26 At present, there is still no way for law enforcement to access Simpson’s encrypted messages, leaving a potential blind spot regarding the specifics of attack plan, who else
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may be involved, or if any other future attacks were discussed. Law Enforcement may never find out if this attack was plotted externally in Syria, or within the United States.

With the success of stoking fear with the Garland attack in May, Hussain may have been ready to turn his focus back against his former homeland, the United Kingdom. On June 1, 2015, Hussain reached out to an individual on the social media messaging app, Kik. Hussain asked the individual if he/she were able to “do something over there,” promising an “easy ticket to jannah [paradise].” Four days later, the individual responded to Hussain with the message he was “willing to do the work for allah.” Hussain, satisfied with that positive response, instructed the individual to move communications from the unsecured Kik social media app to an encrypted communications app called SureSpot. Junaid later reiterated the importance of only using SureSpot because it was secure. Upon entering a secure communication channel with the would-be attacker, Hussain asked the individual where he was from and if he had the ability to get access to weapons
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such as handguns and rifles. The would-be attacker replied that he was from London, but stated he was unable to get access to firearms. Hussain responded with “OK perfect. In the heart of the crusader army. We hit them hard.” At this point Hussain finally had access to a UK-based individual who could act as an operative to strike at one of his biggest targets in the West, even though the individual could not get a weapon. What Hussain also did not realize was that the would-be attacker was an investigative journalist for the UK-based newspaper, *The Sun*. Revealing his intentions, Hussain told the journalist:

I can help u inshAllah. We can train you. Plan with u. We can tell you how to make bombs...It will be big. We will hit the kuffar (*unbelievers*) hard InshAllah. Hit their soldiers in their own land. InshAllah. Soldiers that served in Iraq and Afghanistan will be present. Jump in the crowd and detonate the bomb...They think they can kill Muslims in Iraq and Afghanistan then come back to the UK and be safe. We’ll hit them hard InshAllah. By Allah you wont be wasted Akhi.

Hussain envisioned the journalist utilizing a pressure cooker bomb similar to the bomb used in the London attacks on July 7, 2005 and the 2013 Boston Marathon bombing. In order to verify the validity of the would-be attacker’s intentions, Hussain
asked that the individual purchase a pressure cooker and send a photo of it alongside a card with the individuals name on it. After successfully meeting this demand, over the next week he was given a list of household or easily obtainable items to begin constructing the bomb. Hussain then provided, via secure communication channels, a nine-page manual that detailed how exactly to create the bombs from the items previously purchased. The front cover of the document warned: “Keep this document private – do not upload on the internet and do not share with anyone!” Hussain’s manual also included instructions on how to inflict maximum destruction and injury, such as by utilizing shrapnel laced with rat poison, in order to prevent blood clotting from even minor wounds.

After the bomb was built, Hussain unveiled the target for the attack: the upcoming Armed Forces Day parade. He asked the would-be attacker: “Akhi can u be ready for the 27th of this month? Its armed forces day. There will be a parade in Woolwich. I’ll get you the details.” Junaid then instructed the would-be attacker/journalist to create a martyrdom video which would be sent to Hussain securely, and then released upon his
successful bombing operation in order to further strike fear into the population via the media.\(^{47}\) Hussain also told the journalist how to use the bomb, stating, “U put it in a backpack walk into a crowded area and press the button.”\(^{48}\)

Fortunately, there was no attack on the day of the parade because The Sun had already reached out to the UK authorities to warn of the plot, and turned over their communications log and the bomb-making manual.\(^{49}\) Over 1,000 people attended the parade in 2014, so the potential for casualties was very high.\(^{50}\) On that day, The Sun released its article detailing the thwarted attack along with how Hussain had been tricked by an undercover investigative journalist.\(^{51}\) Law enforcement officials wondered if similar instructions were passed to Elton Simpson before the Garland, Texas attack, and if they were being passed to others.\(^{52}\) The 109 encrypted messages to Simpson along with the foiled attempt to attack the Armed Forces Day parade was a wakeup call about the problem of encrypted communications to counterterrorism efforts.\(^{53}\)
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In meetings with members of Congress, the White House and the public, FBI Director Comey began to beat the drum louder regarding the dangers of the new reality they were facing.\textsuperscript{54} Social media’s ubiquity and omnipotence did not have regard for any type of traditional geopolitical borders or boundaries.\textsuperscript{55} Social media could radicalize people within the United States, the UK or anywhere else in the West and could connect people directly with an operative like Hussain, and then move to an encrypted app where they could be vetted and given operational orders and training to carry out attacks all under the nose of law enforcement who would have no idea that any such discussions were taking place or what was being said.\textsuperscript{56}

On August 2, 2015, the UK-based newspaper \textit{The Sunday Times} published an article claiming Hussain ranked third on the US military’s “kill list” of terrorists because of his role in inspiring a wave of “lone wolf” attacks on America and the West from Syria.\textsuperscript{57} Only Mohammed Emwazi, the ISIL hostage killer known as “Jihadi John,” and Abu Bakr al-Baghdadi, ISIL’s leader, are seen as higher-priority targets.\textsuperscript{58} On August 13,  
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2015 USCENTCOM launched a drone attack against Hussain after receiving information that he was in the vicinity of Raqqa, Syria. Hussain managed to escape, although three civilians were killed and five were wounded in the strike. Hussain was later killed in Raqqa by another drone strike on August 24, 2015. USCENTCOM posted a message on their official media page acknowledging the death of Hussain. According to a statement by US Air Force Colonel Patrick Ryder, not only was Hussain involved in recruiting ISIL sympathizers in the West to carry out lone-wolf style attacks, he was also responsible for releasing the personally identifiable information (PII) of about 1,300 US military and government employees, and specifically sought to direct violence against these groups of Americans.

An article written two months after his death called into doubt Hussain’s skills and ability as an actual hacker, but stated his true legacy may rest with his ability to spread ISIL’s message and the adoption of new technology and security measures. The article referenced several sources who stated that Hussain was nothing more than a “script kiddie,” a derogatory term used in the developer community to connote someone
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who possessed negligible skill and merely imitated rather than innovated.\textsuperscript{63} According to these sources, the code Hussain used was not his own and was of unsophisticated design.\textsuperscript{64} In addition, the article claims that the 1,300 US military names that Hussain reportedly “hacked,” was in fact a tasking outsourced to a hacker in Eastern Europe who did the hack for a contracted fee, thus calling into question Hussain’s personal technical prowess.\textsuperscript{65} However, as the article pointed out, Hussain’s example was “sobering because he was trivial, not exceptional,” and that anyone could learn to do what Hussain could do.\textsuperscript{66} The lesson, then, to be taken from the life, work, and death of Junaid Hussain is that he was a mediocre hacker, and that he was a threat because, as a mediocre hacker, he offered the Islamic State an effective role model.\textsuperscript{67} The article concluded that Hussain’s example will outlive him, as “[d]rone strikes don’t stamp out inspiration.”\textsuperscript{68}
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CHAPTER 4
PRIVACY

While Hussain and other terrorists’ use of secure communications are at the center of the government’s debate for access to secure communications platforms and encrypted data, Edward Snowden and the classified information he released concerning NSA’s extensive surveillance activities are at the center of the privacy debate favoring end-to-end encryption and perfect forward secrecy. Lauded by many as the catalyst for the recognition that privacy was under attack from government action worldwide, Edward Snowden helped usher in the current environment of secure communications and the popularity of encryption. This chapter will focus on the privacy debate, from Edward Snowden to the Arab Spring and back to the debate on terrorism and potential issues arising from Snowden’s actions.

Snowden was employed by the firm Booz Allen Hamilton as an IT contractor for the NSA. He was stationed at several locations, including Geneva, Switzerland, where he first became concerned with some of the NSA’s intelligence practices in 2008. At that time, he considered disclosing information about the agency’s surveillance practices, but decided against it after the election of Barack Obama, whom he hoped would put limits
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on the NSA and some of its domestic surveillance programs. Seeing no change in the policies of the new administration and Congress, Snowden decided to take matters into his own hands. In 2011, while assigned at an NSA facility in Hawaii, Snowden copied highly classified files from the NSA onto a memory stick and fled to Hong Kong, China, under the false pretense of seeking treatment for his epilepsy. Citing a breach of public trust, Snowden passed the files to three reporters. While in Hong Kong, the first article about the NSA’s surveillance programs was published. Snowden singled himself out as the leaker of the classified material, supposedly to protect the journalists who were assisting him. The US government immediately revoked his passport and sought his extradition back to the United States. However, even with his passport revoked, Snowden managed to leave Hong Kong and make his way to Moscow, where he currently resides.

The leaked documents at the center of public criticism centered around the NSA’s bulk cell phone data exploitation, perhaps due in part to the ubiquitous and pervasive
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nature of mobile devices in the everyday lives of almost every American. *The New York Times* had released an NSA slide presentation titled, “Converged Analysis of Smartphone Devices: Identification/Processing/Tasking – All in a day’s work.”¹¹ The slide presentation, created in 2010, discussed the history of the smartphone and its ability to change the way the NSA can target and extract information.¹² One slide in particular highlighted the value of a smartphone for data collection purposes by using a scenario involving a photo taken using a smartphone. Should that data be intercepted, the Agency could get the individual’s geo-location, the mobile network service provider, website history, type of encryption used, “buddy lists” and networks.¹³ This disclosure prompted many technology companies to reevaluate on how they ensured privacy protection. Apple eventually implemented end-to-end encryption on its mobile operating system, iOS 8 in order to prevent the sort of hacking described in the NSA leaks.¹⁴ As a result of this decision, Apple does not have access to the encryption keys, and if presented a legal court order, such as a search warrant to obtain user data, Apple has no way to bypass the encryption to determine what the data reveals.¹⁵
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Despite some of the dangerous effects of encryption on national security as described earlier, many privacy advocates maintain the importance and benefits of encryption and secure messaging. Instead of thinking in terms of “privacy,” Wickr CEO Nico Sell prefers the term “ownership” or “control.” According to Sell, “[t]hat issue of control for me is why I’ve always boycotted Facebook. Because I didn’t want to give my network, my friends, my pictures to someone else to own and control for the rest of history.”\(^\text{16}\) Sell created Wickr in 2011, roughly two years prior to the Snowden leaks.\(^\text{17}\) At the time, Sell wanted to create an app that could guard against the theft or collection of user data by technology companies such as Google, Facebook, Yahoo and Microsoft, which generated billions of dollars in revenue generated through user data collected from their customers.\(^\text{18}\) Wickr allows users to auto delete their messages and data on the app through their ‘shredder’ feature.\(^\text{19}\) This is a key difference from traditional platforms where “most technical systems are architected in ways that prioritize keeping data,” notes Danah Boyd, a Senior Researcher at Microsoft Research.\(^\text{20}\) Previously, storing data was
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cost prohibitive and as a consequence, much data was “thrown away” or deleted due to lack of available server space.  

The creation of secure messaging apps allowed users to better control the information they share, and to block out both business and government interests. These new social media and communications apps charted the way forward for “ephemeral data.” The term was popularized after the development of social media apps such as Snapchat, Gryphn and Wickr. These apps were revolutionary because users’ data, in the form of a chat message or a photo sent to another user, would have a set timer on when the message would ‘self-destruct’ or delete permanently. This function made users feel that they could be more open in their discussions without fear of having their private conversations spied upon or having their data freely available for marketers. According to Silent Circle’s Chief Technology Officer (CTO) Jon Callas, “Ephemeral data isn’t new — what’s new is we have enough compute power and enough storage to record everything. That’s relatively new in human history…It’s simultaneously intriguing and creepy.”
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Secure messaging apps are changing the way users, including terrorists, share information.\textsuperscript{27} Telegram, founded by Russian national Pavel Durov, who is also responsible for the Russian answer to Facebook, VKontakte, gained notoriety as the messaging app of choice for ISIL and ISIL supporters and operatives.\textsuperscript{28} This is due in part to a function that allows the creation of secure “channels” that allow users to securely broadcast information or news to thousands of other users.\textsuperscript{29} This function has allowed ISIL to broadcast their propaganda and connect with sympathizers around the globe without worry that their information flow will be disrupted by Spy Agencies.\textsuperscript{30} For example, one channel, the Amaq News Agency utilizes Telegram to put out the latest news on the Islamic State.\textsuperscript{31} “It has become much more assimilated into the Islamic State’s propaganda infrastructure, and now it’s a fully fledged and very important part of it. It has become the first point of publication for claims of responsibility by the group — though not as a rule”, stated Charlie Winter, a senior researcher at the Transcultural Conflict and Violence Initiative at Georgia State University.\textsuperscript{32} Another channel,
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"Information Security," encourages Belgian ISIS supporters to use encryption if they access the internet and warns "Intelligence agencies will work all day and night to catch any jihadi in Belgium, so be ready to act."\(^{33}\) ISIL’s use of Telegram has not dissuaded Durov, who fled Russia after he was forced out of his company for refusing to block certain protest groups from using VKontakte.\(^{34}\) In addition, Durov stated that one of his main reasons for creating Telegram “was to build a means of communication that can’t be accessed by the Russian security agencies.”\(^{35}\) Durov argued in September 2015 at the TechCrunch Disrupt conference in San Francisco, California that “[u]ltimately ISIL will find a way to communicate with its cells, and if any means doesn’t feel secure to them, they’ll [find something else]. We shouldn’t feel guilty about it. We’re still doing the right thing protecting our users’ privacy.”\(^{36,37}\)


ISIS may indeed be looking to find something else. In January 2016, *The Atlantic* published an article titled, “The Flaw in ISIS’s Favorite Messaging App.” The article discussed a recent auditing of Telegram’s source code by associate professor Claudio Orlandi and his graduate researcher Jakob Jakobsen at Denmark’s Aarhaus University. Telegram, unlike many other secure messaging apps, does not utilize open source cryptography protocols, instead favoring a custom protocol, MTProto, that Telegram designed in-house. Some cryptographers have expressed puzzlement at this decision by Telegram, as the open source code cryptography has been vetted and improved over many iterations. As the article states, “The more novel an approach to encryption is, the less time researchers have had to spot vulnerabilities…. [T]he more unusual or non-standard an encryption scheme is, the more difficult it can be to identify points of failure that are hidden in a tangle of unconventional choices.” Orlandi and his assistant were able to spot a potential flaw in Telegram’s protocol—the lack of a property called “indistinguishability under chosen ciphertext attack” of IND-CCA. While the flaw was considered very minor and more a “theoretical” flaw, it was noteworthy in the fact that
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the odds of the custom protocol having only one flaw are quite small. 43 In addition to concerns about the security of its custom encryption protocol, Telegram service began to take action against ISIL’s use of Telegram channels by deleting extremist channels from them from the app. 44 These actions have prompted ISIL to consider creating its own custom security application. 45 However, much like with Telegram’s MTProto custom protocol, security analysts and cryptographers believe that it would be a risky venture for ISIL to create something new when the open source protocols have withstood the test of time. 46 Perhaps shaking the Islamic State’s confidence on the invulnerability of certain secure messaging may play into the hands of those targeting the group and provide a way to exploit their fears.

In March 2016, twin bomb attacks occurred in the Belgian capital of Brussels, targeting the Brussels airport and the subway station. 47 The attacks claimed 32 lives and left over 300 wounded. 48 In the wake of the attacks, the discussion again has focused on how the terrorists were able to plan the operations under such heightened security. 49
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In an interview with CBS Evening News’s Scott Pelley, NYPD deputy commissioner of intelligence and counterterrorism, John Miller stated:

I think the real point here is we’re looking at we call ‘going dark,’ whether it’s the app Telegram … which was all encrypted, or the app Wickr, which comes out of San Francisco, not Russia, that is all encrypted… We’re seeing not just iPhones that can’t be cracked, but entire communication systems that are designed to be impenetrable, and we’re seeing those become the primary tools of terrorists. So when you ask a question like ‘How could they miss this?’ technology is becoming a big enabler.  

However, to advocates, strong protection is necessary in order to help guarantee the privacy and safety of individuals from potentially oppressive regimes that have greater resources and power than the average citizen. The Arab Spring revolts that took place across North Africa and the Arabian Peninsula in 2011 underscored the critical need for having programs that could help users stay secure and remain anonymous while broadcasting their message to the public.  

This was evident in Egypt, where the masses were empowered to challenge oppressive regime of Hosni Mubarak that had ruled Egypt for three decades. The uprising in Egypt was dubbed the “Twitter Revolution” as the Egyptian people began to use the microblogging service to send quick messages about
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what was happening and as a call to join the protests in Tahrir Square. As messages were being spread more quickly and forwarded to broader audiences via Twitter, more and more people were moved to join the protests in Tahrir Square: Sascha Meinrath, director of the New America Foundation’s Open Technology Initiative stated that “In the same way that pamphlets didn’t cause the American Revolution, social media didn’t cause the Egyptian revolution…Social media have become the pamphlets of the 21st century, a way that people who are frustrated with the status quo can organize themselves and coordinate protest, and in the case of Egypt, revolution.” Currently in Egypt, Twitter and social media in general are considered the best means to protect themselves from the government. As one Egyptian commented to The Daily Beast, social media “is the only thing that scares them [Egyptian government].”

While many privacy activists laud Edward Snowden for risking everything in order to expose what he considered a moral stain against the United States, there are
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others who argue that Edward Snowden has weakened the United States and its ability to conduct legitimate foreign intelligence gathering.\textsuperscript{59} Nation-states and terrorists groups such as the Islamic State have learned how the Government collects information from the leaked NSA materials.\textsuperscript{60} In a February 12, 2015 hearing to the Senate Select Committee on Intelligence, National Counterterrorism Center (NCTC) Director Nicholas Rasmussen told the committee:

Due to the Snowden leaks and other disclosures, terrorists also have a great understanding of how we seek to conduct surveillance, including our methods, our tactics and the scope and scale of our efforts. They’ve altered the ways in which they communicate and this has led to a decrease in collection…We have specific examples…of terrorists who have adopted greater security measures such as using various new types of encryption, terrorists who have dropped or changed email addresses, and terrorists who have simply stopped communicating in ways they had before, in part because they understand how we collected.\textsuperscript{61}

In an interview with CNN’s Jim Sciutto in October 2014, former NCTC Director Matthew Olsen, expressed the same concern: “We've lost collection against some individuals [and] lost insight into what they were doing….They've changed how they encrypt their communications and adopted more stringent encryption techniques,


changing service providers and email addresses, and ...in some cases, just dropped off all together." Former CIA Deputy Director Michael Morrell wrote in his memoir:

Within weeks of the leaks, terrorist organizations around the world were already starting to modify their actions in light of what Snowden disclosed. Communications sources dried up, tactics were changed...Terrorist groups including ISIS, have since shifted their communications to more “secure” platforms, are using encryption, or are avoiding electronic communications altogether...ISIS was one of those terrorist groups that learned from Snowden, and its clear that his actions played a role in the rise of ISIS.63

In response to Laura Poitras’s documentary on Edward Snowden, Citizenfour, Michael Cohen of The Daily Beast remarked “What is left out of Poitras’s highly sympathetic portrayal of Snowden is so much of what we still don’t know about him. For example, why did he steal so many documents that have nothing to do with domestic surveillance but rather overseas--and legal--intelligence-gathering operations?”64 Fred Kaplan, who also reviewed the film stated “Whatever you think about foreign intelligence operations, the NSA’s core mission is to intercept communications of foreign governments and agents. If Snowden and company wanted to take down an intelligence agency, they should say so. But that has nothing to do with whistleblowing or


constitutional rights.”65 However one chooses to view Edward Snowden there is no doubt that he has single handedly driven the debate on the tradeoffs between privacy and security and the use of encryption. The question is whether the reaction to the surveillance programs has created an environment that has swung too far towards the privacy side and thus put the security of the United States and its allies at risk at home and abroad.
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CHAPTER 5

LEGISLATION

In an October 2015 session of the Homeland Security and Governmental Affairs Committee, FBI Director James Comey announced that “The administration has decided not to seek a legislative remedy now, but it makes sense to continue conversations with industry.”¹ This echoed statements the FBI Director made in July 2015 in an appearance before the Senate Judiciary and House Intelligence Committees where the Director stated “while there has not yet been a decision whether to seek legislation, we must work with Congress, industry academics, privacy groups, and others to craft an approach that addresses all of the multiple, competing legitimate concerns that have been the focus of so much debate in recent months.”² Similarly, the White House’s National Security Council spokesman Mark Stroh commented that “As the president has said, the United States will work to ensure that malicious actors can be held to account – without weakening our commitment to strong encryption. As part of those efforts, we are actively engaged with private companies to ensure they understand the public safety and national security risks that result from malicious actors’ use of their encrypted products and


services.” With the decision in October the White House signaled that it was walking a tightrope between the needs of the Department of Justice and the demands of technology companies and the American public.4

In the month following Director Comey’s remarks to the Homeland Security and Governmental Affairs Committee, on November 13, 2015, seven armed terrorists divided into three groups launched a deadly wave of attacks against the citizens of Paris, killing 132 and wounding hundreds more.5 The terrorists attacked three main targets: 1) the Stade de France, where an international soccer match was taking place between France and Germany, 2) the nightlife district of Paris, bustling with restaurants and bars, and 3) the Bataclan concert hall, where the American rock group The Eagles of Death Metal were performing.6 Attackers detonated explosive vests outside the Stade de France, while another group of attackers targeted various restaurants and bars in the nightlife district of Paris. 8 The largest number of casualties were reported at the Bataclan concert hall, where 89 people were killed when 4 attackers armed with Kalashnikov rifles and
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suicide explosive vests stormed in and began firing on the crowd. The following day, ISIL claimed responsibility for planning and coordinating the Paris attacks from abroad. French President Francoise Hollande declared the attacks an "an act of war committed by Daesh [ISIL] that was prepared, organized and planned from outside [France]".

In the wake of the attacks, US intelligence officials indicated that ISIL probably used secure messaging applications, specifically SnapChat and Telegram, to coordinate the attacks. Privacy rights activists, however, argued against assigning a prominent role to encrypted apps, pointing to a 55-page report by the French anti-terrorism police that emphasized the fact that the attackers used so-called “burner phones” --cheap, disposable phones-- that were only activated days or even hours before the attack. Details about the planning and coordination of the attacks are still emerging, and government authorities hope to obtain more intelligence now that the only perpetrator to survive the
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attacks, Salah Abdesalam, was apprehended on March 18, 2016 in a police raid by Belgium authorities.\textsuperscript{15}

A few weeks after the Paris attacks, on December 2, 2015, two ISIL supporters in the United States—Syed Rizwan Farook and his wife, Tashfeen Malik—coordinated a mass shooting and attempted bombing attack at a holiday party at the Inland Regional Center in San Bernardino, California.\textsuperscript{16} Shortly after killing 14 people and wounding 22 others in the deadliest terrorist attack in the United States since 9/11,\textsuperscript{17} Farook and Malik publicly pledged allegiance to ISIL’s leader, Abu Bakr Al-Baghdadi, via social media.\textsuperscript{18} Malik’s message concluded with the hope that their attack would ‘awaken’ Muslims across the United States, Europe and Australia.\textsuperscript{19} ISIL’s official English language magazine, \textit{Dabiq}, was quick to praise the attackers saying, “How much more deserving of Allah’s blessing are a husband and wife who march out together to fight crusaders in defense of the Khilifah…terroriz[ing] [the]
crusaders in their very strongholds.”\textsuperscript{20} The investigation into the attacks is ongoing and officials have yet to disclose whether encrypted apps played a role in the attacks. However, the FBI sought to examine the contents of Farook’s smartphone, an Apple iPhone 5c.\textsuperscript{21} Because encryption was enabled on the smartphone, the FBI was unable to unlock the phone or retrieve its contents from Apple.\textsuperscript{22} The FBI sought a court order to compel the company to assist with unlocking the phone, but Apple responded that it would not be able to do anything, due, in part, to the company’s encryption scheme.\textsuperscript{23} In Apple’s brief to US Magistrate Judge James Orenstein, who was considering the Justice Department’s request, the company stated:

In most cases now and in the future, the government’s requested order would be substantially burdensome, as it would be impossible to perform. For devices running iOS 8 or higher, Apple would not have the technical ability to do what the government requests—take possession of a password protected device from the government and extract unencrypted user data from that device for the government. Among the security features in iOS 8 is a feature that prevents anyone without the device’s passcode from accessing the device’s encrypted data. This includes Apple.\textsuperscript{24}

The court was scheduled to issue a decision on March 18, 2016, but the decision was postponed after the Department of Justice received information from a third party on
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how the FBI could bypass Apple’s encryption to unlock the iPhone. The case was ultimately dismissed a few days later when the FBI confirmed it was able to unlock the device without the assistance of Apple. It has yet to be determined whether the FBI discovered anything of value on the smartphone, such as information revealing how the attack was planned and if anyone else was involved. The dismissal of the case served to postpone a decision on an issue that will likely reappear before the courts—the ability of the federal government to compel a technology company to compromise or weaken its own technology in order to comply with a government request. In response to this new information revealing an obvious vulnerability in Apple’s security measures, privacy advocates have called on the federal government and the FBI to release information on how they were able to bypass Apple’s security, arguing that this would enable the company to patch a flaw that may now be exploited by nefarious actors against iPhone users.

With the legal discussion postponed, Congress is considering legislation aimed at creating a commission to explore ways in which privacy and security can be achieved in
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The House Homeland Security Committee introduced legislation creating the National Commission on Security and Technology Challenges, also referred to as the McCaul-Warner Commission on Digital Security. This bi-partisan bill, sponsored by Committee Chairman Michael McCaul (R-TX) and Senator Mark Warner (D-VA), was announced on December 28, 2015, and was designed “to collectively address the larger issue of protecting national security and digital security, without letting encrypted communications become a safe haven for terrorists.”

The Commission would be composed of experts and practitioners from the technology sector, cryptography, law enforcement, intelligence, the privacy and civil liberties community, global commerce and economics, and the national security community.

The Commission would be charged with examining privacy and security issues in a systematic, holistic way, and considering their implications for national security, public safety, data security, privacy, innovation, and American competitiveness in the global marketplace. In order to execute its mission, the Commission would possess the power to issue subpoenas, hold public hearings and
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request any information from executive branch agencies in order to execute their mission.\textsuperscript{33}

The Commission’s activities would culminate in the creation of a report to Congress providing the following: (A) An assessment of the issue of multiple security interests in the digital world, including public safety, privacy, national security, and communications and data protection, both now and throughout the next 10 years.\textsuperscript{34}

\textbf{(B) A qualitative and quantitative assessment of—}

(i) the economic and commercial value of cryptography and digital security and communications technology to the economy of the United States;
(ii) the benefits of cryptography and digital security and communications technology to national security and crime prevention;
(iii) the role of cryptography and digital security and communications technology in protecting the privacy and civil liberties of the people of the United States;
(iv) the effects of the use of cryptography and other digital security and communications technology on Federal, State, and local criminal investigations and counterterrorism enterprises;
(v) the costs of weakening cryptography and digital security and communications technology standards; and
(vi) international laws, standards, and practices regarding legal access to communications and data protected by cryptography and digital security and communications technology, and the potential effect the development of disparate, and potentially conflicting, laws, standards, and practices might have.

\textbf{(C) Recommendations for policy and practice, including, if the Commission determines appropriate, recommendations for legislative changes, regarding—}

(i) methods to be used to allow the United States Government and civil society to take advantage of the benefits of digital security and

\textsuperscript{33} Ibid.
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communications technology while at the same time ensuring that the
danger posed by the abuse of digital security and communications
technology by terrorists and criminals is sufficiently mitigated;
(ii) the tools, training, and resources that could be used by law
enforcement and national security agencies to adapt to the new
realities of the digital landscape; (iii) approaches to cooperation
between the Government and the private sector to make it difficult
for terrorists to use digital security and communications technology
to mobilize, facilitate, and operationalize attacks;
(iv) any revisions to the law applicable to wiretaps and warrants for
digital data content necessary to better correspond with present and
future innovations in communications and data security, while
preserving privacy and market competitiveness;
(v) proposed changes to the procedures for obtaining and executing
warrants to make such procedures more efficient and cost-effective
for the Government, technology companies, and
telecommunications and broadband service providers; and
(vi) any steps the United States could take to lead the development
of international standards for requesting and obtaining digital
evidence for criminal investigations and prosecutions from a
foreign, sovereign State, including reforming the mutual legal
assistance treaty process, while protecting civil liberties and due
process.

It is yet to be seen what the Commission will be able to achieve in the
advancement of meaningful legislation on encryption and secure messaging. Hopefully,
the Committee can define the problem and begin the discussions between the private
sector and the public sector in order to chart a path going forward on meaningful privacy
reforms that strike the appropriate balance with regards to security. However, weakening
or limiting encryption is a solution that should be avoided at all costs. The potential
damage to national security, public trust and American economic competitiveness
overseas is too great to justify such a measure. Any potential backdoor or weakness built
into an encryption algorithm will provide an avenue for other nation state intelligence
organizations, criminal organizations, hackers and terrorists to take advantage for their
benefit. Google provided a backdoor for the US Government under the CALEA program that was breached by the Chinese government in 2009.\(^{35}\) Again the Chinese government was able to steal the security clearance data of tens of thousands of public sector employees in the United States. That information would be unusable to the Chinese had the information been secured through encryption.\(^{36}\) There have been numerous cases of massive data breaches of consumer information that have been stolen from companies such as Target, Sony Pictures, JPMorgan and BlueCross Blue Shield—all of which could have been avoided with improved encryption.\(^{37}\)

The exposure of government mandates into American consumer technology products has eroded trust overseas and has made American technology less desirable. This has the potential to be the biggest impact from the Snowden fallout as it hurts American competitiveness overseas. As mentioned in Chapter 1, some estimates at the economic impact from these revelations and the government prior work with American companies are as high as $180 billion. The U.S.-E.U. Data Protection safe harbor, which provided a legal framework since the turn of the century for commercial cross-border data flows, was recently ruled invalid by the Court of Justice of the European Union due
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to concern that the U.S. intelligence community may be able to gain access to that data.\footnote{“Don’t Panic: Making Progress on the “Going Dark Debate,” Berkman Center for Internet & Society, February 1, 2016, accessed March 17, 2016, https://cyber.law.harvard.edu/publications/2016/Cybersecurity/Dont_Panic.} Also mentioned earlier, the Brazilian government is looking to make a shift away from the use of American technology products due to the perception that American intelligence has was to access the data that resides within the products. Such views will hurt the American economy and prestige overseas. Steps that companies such as Apple and Google are doing in providing full end-to-end encryption are ways to counter the negative press they received as a result of the Snowden revelations. If countries feel that all data is protected in transit through encryption the more likely they will be to regain trust in that technology and continue to place orders for American technology. Solving one problem, that of terrorist use of secure encrypted messaging to communicate would only create much larger problems. In addition, such a victory against the terrorists would be short-lived as they will just move to other techniques to obfuscate authorities as was revealed in the Paris attacks that in addition to using encryption technology the attackers used a much older, cruder solution in purchasing many low cost throw-away or ‘burner’ phones and multiple SIM cards to evade detection. Terrorists will continue to evolve and will work around attempts to stifle encryption. However, it will be a magnitude harder for the United States to recover economically and repair its reputation at home and aboard just to provide a temporary relief against terrorist communications. When weighed against an economic, humanitarian and civil liberties point of view the argument against encryption seems short-sighted. So what can the government do?
CHAPTER 6
CONCLUSION/RECOMMENDATIONS

In response to the government’s claims of “going dark” on terrorist plotting and other significant criminal activities, a recent Harvard study sought to determine whether the government was, in fact, “going dark” with the advent of secure communications.¹

The study concluded that while encryption and secure messaging services made government surveillance more difficult in certain cases, that did not necessarily mean the government was completely “going dark.” Rather, the report stated that “the landscape is far more variegated than the metaphor suggests, and while there are and perhaps always will be “pockets of dimness and some dark spots – communications channels resistant to surveillance, some areas are more illuminated now than in the past, and others are brightening.”²

As discussed earlier, the FBI and the Intelligence Community have focused their efforts on the “going dark” on the threat posed by terrorists. Secure messaging applications such as Telegram are now able to radicalize individuals and provide would-be terrorists with training and direction without necessarily having to communicate with
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anyone, further helping to evade detection. With that in mind, can technology companies self-police? The recent action by Telegram may provide a possible answer. In December 2015, Telegram took down 78 ‘Channels’ across 12 languages that were used to spread ISIL messaging. In a statement posted on their app, the company explained it was “disturbed to learn that Telegram’s public channels were being used by ISIL to spread their propaganda.” The company now plans to create a way for users to ‘report objectionable material that will then be forwarded for the company to review and potentially remove from the application. This turn comes against Telegram co-founder Pavel Durov’s earlier resistance to "banning words” because “terrorists use those to communicate.” Telegram’s willingness to flag objectionable material is an example of how the government and the public may be able to help put pressure on companies to provide ways to address safety concerns while still maintaining the ability to secure communications.
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While there are no guarantees that such a strategy will work, it does provide a potential avenue to explore with regards to a company’s terms of service (ToS), the rules a person or organization must observe in order to use a service. If the government and the public can engage in a dialog with the technology companies to ensure that their ToS include the provisions banning the use of hateful and dangerous speech, that could be one way to limit the reach of terrorist organizations and propaganda without hurting the company’s commitment to provide secure communications to all users.

Law enforcement and intelligence agencies must learn to adapt to new technology. Encryption is not going away and forcing companies to weaken their own technology or provide special access has the potential to cause grave economic and diplomatic problems for the United States. Rapid technological advances have left new avenues available for law enforcement and other government agencies. Encryption, on its own, is sometimes difficult to implement, and law enforcement agencies may be able to exploit those that have not implemented their security correctly. Even when done correctly, metadata is not encrypted and is able to be exploited. Metadata is structured information that describes, explains, locates, or otherwise makes it easier to retrieve, use,
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or manage an information resource.\footnote{Ibid.} Metadata is often called data about data or information about information.\footnote{National Information Standards Organization (NISO) (2004), \textit{Understanding Metadata} (PDF), Bethesda, USA: NISO Press, ISBN 978-1-880124-62-8.} Metadata can include such information as tagged geocoordinates from a photo taken on a digital camera or phone, cell phone call location, cell phone numbers.\footnote{“Don’t Panic: Making Progress on the “Going Dark Debate,” \textit{Berkman Center for Internet & Society}, February 1, 2016, accessed March 17, 2016, \url{https://cyber.law.harvard.edu/publications/2016/Cybersecurity/Dont_Panic}.} With such metadata, law enforcement may not be able to see exactly the conversations taking place between individuals, but they can see that they are talking and could begin to focus on those individuals using the normal tools available to law enforcement.\footnote{Ibid.} According to the Harvard Study, “[e]ncryption typically does not protect metadata…[d]ata can also be leaked into unencrypted media, through cloud backups and syncing across multiple devices.”\footnote{“Don’t Panic: Making Progress on the “Going Dark Debate,” \textit{Berkman Center for Internet & Society}, February 1, 2016, accessed March 17, 2016, \url{https://cyber.law.harvard.edu/publications/2016/Cybersecurity/Dont_Panic}.} However, FBI Director James Comey believes that metadata alone is not a solution. He stated “metadata doesn’t provide the content of any communication. It’s incomplete information, and even this is difficult to access when time is of the essence. I wish we had time in our work, especially when lives are on the line. We usually don’t.”\footnote{James Comey, “Going Dark: Are Technology, Privacy, and Public Safety on a Collision Course?,” \textit{Federal Bureau of Investigation}, October 16, 2014, accessed March 28, 2016, \url{https://www.fbi.gov/news/speeches/going-dark-are-technology-privacy-and-public-safety-on-a-collision-course}.}
As mentioned above, cloud computing and storage may also provide a way for law enforcement to legally discover information. In the simplest terms, cloud computing means storing and accessing data and programs over the Internet instead of your computer's hard drive. Currently, the government is able to obtain information with a search warrant on Apple’s cloud backup, iCloud, which is not encrypted like some of Apple’s other services. In fact, the FBI was able to obtain data from the San Bernardino shooter’s iCloud account. According to Apple, the following outlines everything that iCloud backs up—with every setting turned on, iCloud stores:

- Information about purchased music, movies, TV shows, apps, and books, but not the purchased content itself
- Photos and videos in Camera Roll
- Contacts, calendar events, reminders, and notes
- Device settings
- App data
- PDFs and books added to iBooks but not purchased
- Call history
- Home screen and app organization
- iMessage, text (SMS), and MMS messages
- Ringtones
- HomeKit data
- HealthKit data
- Visual Voicemail
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An article in the New York Times reports that, "Mr. Cook has told colleagues that he still stands by the company’s longstanding plans to encrypt everything stored on Apple’s myriad devices, services and in the cloud, where the bulk of data is still stored unencrypted." Until such time, law enforcement and the Intelligence Community should continue to leverage cloud computing, across the technology sector to illuminate areas they may be currently going dark.

For law enforcement and intelligence agencies, adaptation involves looking ahead and being creative to see how new technology or innovations may help uncover new information sources. The Internet of Things (IOT), which is a concept that envisions an interconnected network of machines, sensors and information technology. The Internet of Things Global Standards Initiative defines the Internet of Things as a “global infrastructure for the information society, enabling advanced services by interconnecting (physical and virtual) things based on existing and evolving interoperable information and communication technologies.” Companies like Nest have created products such as a ‘smart thermostat’ that can be programmed wirelessly and can collect information
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through onboard sensors. What kind of information can a thermostat really collect? According to Nest, the following information can be collected:

- Setup information
- Environmental data from the Nest Learning Thermostat’s sensors
- Direct adjustments to the device, including temperature or settings
- Heating and cooling usage information
- Technical information from the device

Digging a bit deeper into Nest’s privacy statements, setup information consists of the user’s address and zip code. It also pulls information from the home’s HVAC (Heating, Ventilation and Cooling) systems. The environmental data that can be collected includes movement in a room, temperature, humidity and ambient light. In addition, 2nd generation models of the device also include a microphone that is able to capture information in order to “deliver certain enhanced features,” which are not specified. Finally, technical information that can be collected includes Wi-Fi network name (SSID) and password, IP address, email address, mobile location data if connected via smartphone along with Bluetooth data.
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One begins to see the possibilities for law enforcement when such a small household device is able to collect such a wealth of information. According to its website, Nest may be able to provide information they collect to a “third party if we believe in good faith that we are required to do so for legal reasons. For example, to respond to legal process, or comply with state and federal laws (or the applicable laws of foreign countries other than the United States).”\(^{35}\) As much of this technology is relatively new, the potential for privacy abuse is still yet to be seen. However, in 2015, Samsung came under intense criticism after the *Daily Beast* published an article detailing how the company’s new ‘Smart TVs’ collected voice information on users.\(^{36}\) The Smart TV can connect to the internet, including apps, and it utilizes voice recognition technology to navigate without the need for using a traditional remote control to operate it.\(^{37}\) However, the article highlighted a disclaimer about the listening function of the device: “Please be aware that if your spoken words include personal or other sensitive information, that information will be among the data captured and transmitted to a third party.”\(^{38}\) The article quoted Electronic Frontier Foundation (EFF) Intellectual Property Director Corynne McSherry as saying, “If I were the customer, I might like to know who that third party was, and I’d definitely like to know whether my words were being transmitted in a
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secure form.” If the transmission is not encrypted, a individual could conceivably turn your TV into an eavesdropping device.\footnote{Ibid.} A recent survey by TRUSTe, a digital privacy management company, found 35% of Americans owning at least one smart device other than their smartphone with the number one device being a smart TV. About 79% of survey participants said they were concerned about personal information being collected through their smart devices.\footnote{Samantha Murphy Kelly, “Samsung’s TVs Aren’t the Only Devices Listening to You,” \textit{Mashable}, February 11, 2015, accessed March 27, 2016, http://mashable.com/2015/02/10/smart-devices-listening/#N68IeFmGb5qX.} After much negative press coverage, Samsung clarified that it encrypted the data and that users would be able to disable the voice recognition function.\footnote{Shane Harris, “Your Samsung SmartTV Is Spying on You, Basically,” \textit{The Daily Beast}, February 5, 2015, accessed March 22, 2016, http://www.thedailybeast.com/articles/2015/02/05/your-samsung-smarttv-is-spying-on-you-basically.html.}

One of the main ideas for the Internet of Things is that in the future, many of devices in the home will become interconnected and sensors will be able to relay information to other devices in the home automatically.\footnote{Daniel Burrus, “The Internet of Things Is Far Bigger Than Anyone Realizes,” \textit{Wired}, November, 2014, accessed March 26, 2016, http://www.wired.com/insights/2014/11/the-internet-of-things-bigger/.} \textit{Wired} magazine, in an article titled “The Internet of Things is Far Bigger Than Anyone Realizes” argues that while that is true, the real value of the Internet of Things is far greater than simple machine to machine information and that cloud computing and storage will be the main driver of the
Internet of Things revolution. The author states:

The Internet of Things really comes together with the connection of sensors and machines. That is to say, the real value that the Internet of Things creates is at the intersection of gathering data and leveraging it. All the information gathered by all the sensors in the world isn’t worth very much if there isn’t an infrastructure in place to analyze it in real time. Cloud-based applications are the key to using leveraged data. The Internet of Things doesn’t function without cloud-based applications to interpret and transmit the data coming from all these sensors. The cloud is what enables the apps to go to work for you anytime, anywhere.

It must be assumed that such convergence will require tremendous amounts of data. What constitutes personal information when so much information becomes interconnected? It has yet to be seen what kind of privacy implications the internet of things will bring.

There must be a balance between the civil liberties of the individual and the security of the state. While encryption and secure messaging will make law enforcement and the Intelligence Community’s job more difficult in the short term, it is unlikely encryption and the use of secure messaging apps will provide a permanent safe haven for terrorists and other nefarious actors. Instead, they can be seen as part of the ‘growing pains’ of a digital revolution happening in this country and around the world. It is difficult to perfectly balance all the competing forces, and there will be many more fights in the future because technology is still undergoing rapid changes. Ultimately, there is no such thing as perfect security or perfect privacy. There are always tradeoffs between the
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two. As one of the Harvard report’s authors states, “We’re not being asked to choose between security and privacy. We’re being asked to choose between less security and more security.”\textsuperscript{46}

The internet of things has the potential to drastically change the way we interact with personal information. At the heart of the internet of things is the collection of data, much of it personal, that companies will hope to monetize for their benefit. Individuals will at some point also need to evaluate and decide whether there is a saturation point of too much personal information in the hands of the private sector.

This paper focused on the needs of the state versus the individual’s right to privacy against the backdrop of several high profile terrorist attacks that have utilized secure communications methods. Even in light of such despicable acts, the government should not pursue legislation or policies that will force undue privacy burden on the American people and American companies. The government can still collect information in legal and viable manners, but that they will need to get ahead of the technology and become more adaptive. The Commission on Digital Security is also a step in the right direction, more for the hope that it will lead to greater dialogue between the government and the private sector. There is great incentive for private sector companies to collect large amounts of data, especially metadata. While it may become more difficult to gain access to certain communications due to encryption, the vast majority collected data held by the private sector is unencrypted and potentially available for the government to
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access through proper legal means. In addition, the government and the public can potentially agree on the fact that certain types of violent and extremist speech has no place and they can put pressure through dialogue and popular opinion with companies like Telegram to flag potentially offensive or violent speech.
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