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Abstract

In this dissertation, I explore how the gender wage gap across the distribution

and different indicators of intergenerational mobility in education are impacted by

sample selection. In the first chapter, I analyze the gender pay gap across the wage

distribution in Chile. I use quantile regression and correct for sample selection using

a copula-based methodology. My results highlight the importance of heterogeneous

effects and selective participation in gender pay gaps. If men’s and women’s employ-

ment rates were equal, the gap would be approximately 30 percentage points on

average across all quantiles. However, the gap oscillates between 25 and 35 log points

at the bottom half of the wage distribution but increases to approximately 50 log

points in the upper quantiles, evidencing a “glass ceiling” effect. Finally, I decompose

the gap into “structural” and “composition” effects, concluding that it is explained

mainly by differences in rewards for observable labor market characteristics and not

by differences in the distribution of those characteristics. The second chapter (co-

authored with Ercio Munoz) describes qregsel, a Stata module to implement a

copula-based sample selection correction for quantile regression that was recently pro-

posed. The command allows the user to model selection in quantile regressions using

either a Gaussian or a one-dimensional Frank copula. We illustrate the use of qregsel

with two examples. The third chapter (co-authored with Ercio Munoz) studies how

the measurement of intergenerational mobility (IGM) in education (which requires

linked information about children’s and parents’ educational attainment) is affected
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by sample selection. This sample selection emerges as several economies do not offer

better data alternatives to estimate IGM than the use of coresident samples, which

may yield biased estimates as coresidence is not random. In this line, a recently pub-

lished paper concludes that the intergenerational correlation coefficient is less biased

than the intergenerational regression coefficient as a measure of relative IGM, and

researchers should move away from using the latter. We re-examine this claim. In

addition, we use two data sources for 18 countries to provide evidence of the extent of

coresidence bias on an extensive set of IGM indicators of absolute mobility, relative

mobility, and movement. We show that there are indicators with varying coresidence

bias going from less than 1% to more than 10%. Still, some mobility indicators with

minimal bias produce high levels of re-ranking that make them uninformative to rank

economies by the level of IGM. In contrast, other indicators with a large bias have

more reliable rankings.

Index words: Gender, Sample selection, Chile, Latin America,
Intergenerational mobility in education
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Chapter 1

The Gender Gap across the Wage Distribution in Chile

1.1 Introduction

Men earn on average more than women in Chile. According to OECD statistics, the

gender wage gap, defined as the difference between the median wage of men and the

median wage of women, was 12.5% as of 2017. That gap has remained stable over the

last few decades, and it has been attributed mainly to inadequate job training, limited

childcare options, and traditional attitudes toward gender roles (Fort, John-Abraham,

Orlando, & Piras, 2007).

The gender gap can vary significantly across the wage distribution. For example,

the seminal work of Albrecht, Björklund, and Vroman (2003) demonstrates the glass

ceiling effect in Sweden (i.e., the gender gap increases in the upper tail of wage

distribution). Since then, a growing body of literature has shown that the gap at

the mean or median is very different from the gap at the various percentiles. Related

studies of other European countries include, among others, Arulampalam, Booth, and

Bryan (2007); De la Rica, Dolado, and Llorens (2008); and Christofides, Polycarpou,

and Vrachimis (2013). Arulampalam et al. (2007) study 11 European countries and

conclude that differences in upper quantiles are more prevalent than at the bottom of

the distribution for sample countries. De la Rica et al. (2008) find that in Spain, the

gender gap is increasing across the distribution for highly educated women, whereas

the gap decreases for less-educated women. Lastly, Christofides et al. (2013) research
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23 European countries, and they find both a glass ceiling effect and a “sticky floors"

effect (i.e., greater differences at the lowest quantiles) in some of those countries.

Similarly, but for an emerging economy, Badel and Peña (2010) find that the gender

wage gap in an emerging economy like Colombia is wider at the bottom and the top of

the wage distribution. The variety of results across these studies show the importance

of extending the focus of analysis beyond the mean or median gender pay gap and

analyzing the entire distribution of wages instead.

In addition, it is well known that men are more likely than women to participate

in the labor market. Women do not select themselves randomly to participate in

the labor force. As a result, any analysis based solely on working women will yield

biased estimates of the gender wage gap. The importance of accounting for selection

in measures of the gender gap has been addressed at least since the seminal work of

Heckman (1979) and recently highlighted by Maasoumi and Wang (2019a).

In the case of Chile, Perticará and Bueno (2009) study the gender gap across

the distribution of wages in Chile for the period from 2002 to 2006. Using the Lee

(1998) methodology, they find an hourly gender wage gap between 11% and 18%,

after controlling for occupational selection.1 In another paper, Perticará and Astudillo

(2010) use the Melly (2006) technique to decompose the portion of the gap explained

by the difference in characteristics between male and female workers and perceived

discrimination. This last component is negative across all the wage distributions, and

it gets more considerable for the higher quantiles, although there is no glass ceiling

effect in their results. In general, papers that analyze the gender wage gap in Chile

find that the gap is different across the wage distribution; however, none address the

potential bias from self-selection for participation in the labor force.
1This methodology is similar to Heckman’s (1979), but it uses a multinomial logit to

predict the propensity score; however, like Buchinsky (1998), this approach is only effective
for additive models, as explained later.
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Using the longitudinal Social Protection Survey (Encuesta de Protección Social in

Spanish), I study the gender wage gap in Chile by accounting for heterogeneity across

the wage distribution and sample selection. My paper is an application of the approach

presented in Maasoumi and Wang (2019a), and it has two main components. First,

I estimate quantile regressions using a new copula-based methodology, as proposed

by Arellano and Bonhomme (2017a) and applied by Maasoumi and Wang (2019a) to

the US, to model the joint distribution of the errors in the outcome and participation

equations. This method is suited for a model such as a quantile regression, when the

quantile curves are non-additive in the propensity score and covariates.2 To validate

the exclusion restriction’s assumption in the selection equation, I apply the Huber and

Mellace (2014) test, which indicates that there is no significant relationship between

the excluded regressor and the error term of the outcome equation. Second, following

Maasoumi and Wang (2019a), I apply the Machado and Mata (2005) technique to

simulate the entire distribution of the wages that female workers would have earned

if all women worked and had men’s distribution of characteristics. This last step

allows me to decompose the gender wage gap into two parts: the composition and

structural effects. The composition effect is the portion of the gap attributable to

gender differences in labor market characteristics. The structural effect is the portion

of the gap attributable to gender differences in the rewards for those characteristics.

After controlling for selection into employment, the gender wage gap in Chile

increases significantly across the whole wage distribution. If men’s and women’s rates

of employment were equal, the gender wage gap would be around 25 to 35 log points

at the low levels of the distribution. Still, it increases toward the upper tail of the

distribution to a maximum log wage difference of about 50 log points, evidencing a

glass ceiling effect. Moreover, these differences across wage distributions are not pri-
2See Arellano and Bonhomme (2017a)
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marily explained by workers’ observable labor market characteristics. Instead, they

are explained by the differences in rewards offered for those labor market character-

istics.

This paper contributes to the existing literature by measuring the gender wage

gap in Chile using a quantile-copula methodology to control for non-random selection.

Previous papers have measured the gender wage gap using quantile regression and

corrected for sample selection using the Buchinsky (1998) technique, but this method-

ology is ill-suited in this context. Buchinsky (1998) proposes a control function and

assumes that the errors are independent of the regressors conditional on selection

probabilities. According to Huber and Melly (2015) this assumption implies that the

quantile slope coefficients and the mean slope coefficient are identical, limiting the

usefulness of heterogeneity across the distribution. Moreover, my paper adds to the

literature that emphasizes the importance of self-selection in measuring gender gaps

as Maasoumi and Wang (2019a) have shown in the context of the US. Working women

are a selected sample, and if selection is ignored, the gap may underestimate existing

differences.

The rest of the paper is structured as follows: Section II describes the Arellano and

Bonhomme (2017a) quantile sample selection model and Machado and Mata (2005)

counterfactual decomposition. Section III provides details about the data and descrip-

tive statistics. Section IV presents the empirical results of the quantiles regressions

for the unselected and selected sample, and I discuss implications for Chile. Section

V analyzes the validity of my instrument, and Section VI is the conclusion.
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1.2 Empirical Methods

1.2.1 Copula-based Approach for Quantile Sample Selection Models

A common approach in the literature to deal with non-random selection into the labor

force is to impute the wages of non-working women using information of working

women. Heckman (1979) proposes a two step estimator which assumes that errors

in the selection and outcome equations are jointly normally distributed. Buchinsky

(1998) in the same fashion, suggest an additive approach to correct for sample selec-

tion in quantile regression. However this implicit control function approach can not

be applied in a quantile regression context since it assumes that covariates and error

terms are independent conditional on selection probabilities. As Huber and Melly

(2015) show, this assumption does not hold in general in quantile models.

Arellano and Bonhomme (2017a) propose a methodology that is compatible with

sample selection in a non-additive model, which precludes the use of the control

function approach. In their proposed estimator, sample selection is modeled using a

copula, which is a function that couples a multivariate distribution to its marginal

distribution functions. In this context, it is possible to use information from the

marginal distribution of the error from the participation decision equation and the

error of the outcome equation to recover the gap across the distribution of wage offers

for the entire female population (those who work and those who do not).

1.2.2 The Model

In a recent paper, Arellano and Bonhomme (2017a) suggest to modeling sample selec-

tion using a bivariate cumulative distribution function or copula of the percentile error

in the latent outcome equation and the error in the sample selection equation.
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Consider a general outcome equation specification where the quantile functions

are linear:

Y � = Q(�;X) = x0�(�) (1.1)

The function Q is the � � th conditional quantile of Y � given X. In this context, Y � is

the latent outcome variable (in this case, wage offers) and X are the covariates (e.g.

education, experience, etc.). I specify � as a function increasing in U, where U is the

error term of the outcome equation that is distributed uniformly and independent of

the covariates.

The participation equation is defined as:

D = 1fV � p(Z)g (1.2)

where 1f:g denotes a selection indicator D which takes values equal to one when

the latent variable is observable (e.g. employment), Z contains X and at least one

covariate B that does not appear in the outcome equation (e.g. a determinant of

employment that does not affect wages directly), p(Z) is a propensity score, and V

is an error term of the selection equation which is uniformly distributed on the unit

interval and independent of Z.

Under the set of assumptions detailed in Arellano and Bonhomme (2017a),3 the

conditional cumulative distribution function of Y* given Z = z for those observations

that participate in the labor market is, evaluated at x0�(�) for some � in (0,1) interval

is:

Pr(Y � � x0�(�)jD = 1; Z = z) = Pr(U � � jV � p(z); Z = z) = Gx(�; p(z))

3Assumptions: 1) Z is independent of (U,V)jX (exclusion restriction), 2) absolutely con-
tinuous bivariate distribution of (U,V), 3) continuous outcome, and 4) propensity score,
p(z)>0.
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where Gx � C(�; p)=p is defined as the conditional copula function of U given V,

which measures the dependence between U and V as:

Gx(�; p) � G(�; p; �) =
C(�; p; �)

p
(1.3)

where the numerator is an unconditional copula of (U,V) and the denominator is the

propensity score. The copula parameter � governs the correlation between the error

in the outcome equation and the error in the participation decision and captures the

degree of selection. In the context of this paper, a positive value for � indicates negative

selection into employment, whereas negative values suggest positive selection.4

As stated by Arellano and Bonhomme (2017a), Gx plays an important role in cap-

turing the selection and mapping the rank � in the distribution of latent outcomes

(given X=x ) to ranks Gx(�; p(z)) in the distribution of observed outcomes condi-

tional on participation (given Z=z ). Namely, the conditional Gx(�; p(z)), quantile of

observed outcome (that is when D = 1) coincides with the conditional � -th of latent

outcome, and this is true for each � 2 (0; 1). The key implication from this is if it is

possible to estimate the mapping Gx(�; p) from latent to observed ranks, it is possible

to estimate the quantiles of observed outcomes corrected for selection. It follows from

equation 1.3 that the � -th conditional quantile of Y � given D=1 and Z is

Qs(�; Z) = X 0�(� �(Z))

where � �(Z) is the inverse of the conditional copula with respect to its first argument

and Qs refers to conditional on selection. Hence, this strategy can be used in quantile

selection models that are non-additive in the propensity score p(Z) and the covariates

X, as is the case of the application in this paper.
4Positive selection implies that the wages of non-working women are lower than those

who are working.

7



1.2.3 Estimation

The Arellano and Bonhomme (2017a) estimation algorithm can be summarized in

3 steps: estimation of the propensity score, estimation of the degree of selection via

the cumulative distribution function of the percentile error in the outcome equation

and the error in the participation decision, and then, using the estimated parameters,

the computation of any desired quantile through rotated quantile regression which

preserves the linear programming structure of the standard linear quantile regression

(see Koenker & Bassett, 1978).

The first step consists of estimating the propensity score 
 by a probit regression:


̂ = argmaxa

NX
i=1

Diln�(Z 0ia) + (1�Di)ln�(�Z 0ia) (1.4)

The second step is to estimate the copula parameter � by generalized method of

moments, which allows us to obtain an observation-specific measure of dependence

between the rank error in the equation of interest and the rank error in the selection

equation. This step consists of working with a parametric copula and deriving moment

restrictions on the copula parameter. For every � in the unit interval the following

population moment restriction holds:

E
h
1fY � X 0�(�)g �G(�;�(Z 0
); �)jD = 1; Z

i
= 0

This is then used to create a sample counterpart where � minimizes the following

objective function:

�̂ = argminc




 NX
i=1

LX
l=1

Di’(�l; Zi)[1fYi � X 0i�̂(�l; c)g �Gf�l;�(Z 0i
̂); c)g
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where k:k is the Euclidean norm, �1 < �2 < � � � < �L is a finite grid on (0; 1), and

’(�; Zi) is a vector of instruments where the dim ’ � dim � and:

�̂� (c) = argminb(�)

NX
i=1

Di(Gf�;�(Z 0i
̂); cgfYi �X 0ib(�)g++

[1�Gf�;�(Z 0i
̂); cg]fYi �X 0ib(�)g�)

where a+ = maxfa; 0g, a� = maxf�a; 0g, and the grid of � values on the unit interval

as well as the instrument function are chosen by the researcher.

Lastly, using 
̂ and �̂ obtained before, the third step consists in using Ĝ�i =

G(�;�(Z
0
i 
̂); �̂) to estimate �(�) for any desired � 2 (0,1) by minimizing a rotated

check function of the form:

�̂(�) = argminb(�)

NX
i=1

Di[Ĝ�ifYi �X 0ib(�)g+ + (1� Ĝ�i)fYi �X 0ib(�)g�] (1.5)

where �̂(�) will be a consistent estimator of the � -th quantile regression coefficient.

Note that the third step is unnecessary if the quantiles of interest are included in the

set �1 < �2 < � � � < �L used in the second step.

1.2.4 The Machado and Mata Decomposition

The Machado and Mata (2005) technique decomposes the gender wage gap into two

components: the size of the gap that can be explained by observable worker charac-

teristics and the size of the gap that can be explained by the compensation of those

characteristics. This technique has the same flavor as the Oaxaca-Blinder decomposi-

tion (see Albrecht et al., 2003; Blinder, 1973; Oaxaca, 1973) but instead of doing the

decomposition at the mean, Machado and Mata (2005) decompose the gap between

men and women at the quantiles.
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In this empirical exercise, I consider two groups, men and women. Using Albrecht

et al. (2003) notation, each group has stochastic vectors associated with the char-

acteristics of each group together with its realizations,xi for i=male,female. Define

Hi(x) as the distribution function of the characteristics and Fi(w) as the distribution

function for the log wage. The �th quantile of the unconditional distribution of the

log wage, w� is defined by

� � F (w� )

so the difference between the �th quantiles of the men’s and women ’s distribution

is wm� � wf� . According to Arellano and Bonhomme (2017a), after estimating the

parameter �̂ and the propensity score 
̂ in the last step of the estimation algorithm,

the �� are computed by minimizing a rotated check function that has been rescaled

for Ĝ�i = G(�;�(Z
0
i 
̂); �̂). Therefore, any procedure developed for standard linear

quantile regression could be used in the presence of sample selection. The distribution

of wages for males can be written as the conditional distribution of wages for males

given males’ characteristics integrated against the distribution of the characteristics

for males.

Fm(w) =

Z
Fm(wjx)dHm(x)

and the same for female workers,

Ff (w) =

Z
Ff (wjx)dHf (x)

The methodology generates a counterfactual distribution where women have men’s

characteristics but those characteristics are paid the way women are rewarded.

Fc(w) =

Z
Ff (wjx)dHm(x)

The Machado and Mata (2005) decomposition consists of the following subtraction:

Fm(w)� Ff (w) = Fm(w)� Fc(w)| {z }
differences in return

+ Fc(w)� Ff (w)| {z }
differences in characteristics

10



The differences in the distributions Fm(w)�Fc(w) provide insights into the structural

effect and it is the part of the gap due difference in rewards to workers’ characteristics.

As Maasoumi and Wang (2019a) mention in their paper, the structural effects can be

target of discrimination policies that aim to equalize pay structure between female

and male workers with the same set of skills. The differences between Fc(w)� Ff (w)

will explain the composition effect, which is the part of the gap due to differences in

the distribution of workers’ characteristics.

1.3 Data and Descriptive Statistics

I use data from the Social Protection Survey (Encuesta de Proteccion Social in

Spanish) of Chile. This longitudinal survey was initiated in 2002, and it has been con-

ducted roughly every two years. The Social Protection Survey uses a representative

nationwide sample of approximately 17,000 individuals, and it contains comprehen-

sive socio-economic information such as labor history, family history, wages, assets,

and health. An important feature of this self-reported survey is that the data related

to the labor market is very detailed. The working history of the individuals encom-

pass the time when they were employed, unemployed and inactive, so it is feasible

to calculate the effective experience of the workers. This is very important because

women have intermittent participation in the labor market during their life cycle. In a

hypothetical case, if experience were measured as age subtracting education, it would

not be reflecting the gender differences in the timing of experience acquisition that

exists between men and women.

For my analysis, I use data from 2016’s wave, which contains variables that can

be used to explain women’s participation in the labor market. The sample size is

16,906 individuals, where 47% of them are men and 52% are women. I restrict the

11



sample to individuals between 25 and 55 years old and I deleted those observations

who reported working more than 60 hours per week and receive a positive salary,

ending up with 6,771 observations.

The descriptive statistics for all women, those who do not participate in the labor

market and those who participate, can be found in Table 1.1. Women who are working

are less likely to be married and to live with children under 3 years old. Additionally,

they are more educated and have more accumulated experience.

Table 1.1: Descriptive Statistics for Women

All Non-Participate Participate
Age 40 41 39
Married .498 .644 .399
Experience 11.09 7.34 15.10
Children Under 3 Living at Home .117 .149 .095

Education Level

Non-Edu or Elementary .020 .031 .012
Middle School .198 .286 .138
High School .508 .534 .490
Technical Degree .134 .093 .163
Bachelor Degree .124 .053 .172
Graduate Degree .013 .001 .022

Number of Observations 3,742 1,509 2,233
Notes: The reported numbers correspond to weighted sample averages.

In the case of men, the descriptive statistics of the sample are shown in Table 1.2.

In contrast to women, men who work are more likely to be married and live with

children under the age of 3, and they seem to be younger than women and with more

experience. However, for those who are working, their level of education on average

is lower than working women.

12



Table 1.2: Descriptive Statistics for Men

All Non-Participate Participate
Age 39 37 39
Married .545 .368 .579
Experience 19.5 14.09 20.60
Children Under 3 Living at Home .115 .088 .120

Education Levels

Non-Educ .020 .032 .018
Middle School .214 .300 .198
Technical Education .491 .440 .501
High School .127 .1005 .132
Bachelor Degree .134 .123 .136
Graduate Degree .010 .002 .012

Number of observations 3,029 486 2,543
Notes: The reported numbers correspond to weighted sample averages.

In this paper, I model selection only for women and the potential sample selection

for men is ignored. If sample selection for men were also controlled, since it is a small

fraction5 of male workers who are out of the labor market, this would generate a lack

of precision in wage gap estimates.6

1.4 Empirical Results

In this section, I compute the quantile regressions without correcting for sample selec-

tion and then correcting for sample selection. Then, I apply the Machado and Mata

(2005) technique to decompose the gender wage gap corrected for sample selection.

In the empirical analysis, the dependent variable is the log hourly wage and the

definition of the gender wage gap is wm� �wf� where wm� and wf� denote the log of wages

of male and female workers, respectively, at the corresponding quantile (�). In the

516% among all the men in the sample are not participating versus 40% of women.
6See Badel and Peña (2010).
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model of sample selection, the independent variables are marital status, effective expe-

rience and education attainment (4 categories: high school, technical degree, bachelor

degree and graduate degree) and the exclusion restriction variable is the number of

children under the age of 3 years old. In keeping with the traditional econometric

strategy, the number of children will have the role of an instrument because it is

assumed that it would not affect the wage of female workers but it may influence the

probability of participating in the labor market. Maasoumi and Wang (2019a) argue

that this variable is a valid instrument in the case of the US and it also has been

used in other influential papers such as Heckman (1974) and Heckman and MaCurdy

(1980). As discussed in Arellano and Bonhomme (2017a), the identification is given

by the copula and not from the exclusion restriction. Despite that, I validate my IV

using the test by Huber and Mellace (2014), which is explained in section 1.5.

Figure 1.1 shows the raw gender wage gap without and controlling for selection.

Male and female wages are unequal at every point of the wage distribution regard-

less of the sample selection bias. The gender wage gap without correction oscillated

between 10 and 25 log points, which can be interpreted as men having a wage between

approximately 10% and 25% higher than women at that percentile respectively. With

sample selection correction the gender wage gap is around 25% and 35% at the low

levels of the distribution, but it increases towards the upper tail of the distribution

to a maximum log wage difference of about 50%.

This exercise highlights how important it is for gender gap analyses to consider

sample selection into employment and heterogeneity in wages. As Figure 1.1 shows,

the gender wage gap increases across the distribution after controlling for selection

bias. There is a bigger difference at the highest quantiles, which means that women

who are above the median face a glass ceiling effect.

14
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Figure 1.1: Raw Gender Wage Gap

1.4.1 Quantile Regression Without Sample Selection Adjustment

The quantile regression results for men and women are displayed in Table 1.3 and

Table 1.4, respectively. For both groups, human capital covariates have the expected

sign. It appears that experience is statistically significant for men only at the bottom

quantiles, and for women only at the upper quantiles. Education has a positive coeffi-

cient for men and for women except for the coefficient associated with high school for

the 90th percentile for female workers. It seems that it makes virtually no difference

to have no formal education or just a high school education at least for those women

who are in the top of the wage distribution. When returns to education are compared

15



between the two groups across the wage distribution, it appears that education is

more valued for men than for women, except for the 10th percentile, where the coeffi-

cients for the education covariates are higher for women than for men. This situation

changes slightly when the results are corrected for sample selection as described in

the next section.

1.4.2 Quantile Regression with Sample Selection Adjustment

Table 1.5 shows the results of estimating quantile regression for women controlling

for selection. This table is not shown for men since I am controlling for selection bias

and adjusting the coefficients only for women. The specified set of covariates is the

same as the prior section, and they also have the expected sign. After adjusting for

selection, in general the variables that represent education have a monotonic effect

on wages for bachelor and graduate degrees. Coefficients for education are all positive

showing evidence that, for female and male workers, the more educated earn more, but

education is still relatively more valued for men at the highest paid jobs. In addition,

the fact that men’s return on schooling is increasing with the quantile suggests that a

high level of education has a positive impact on wage dispersion. Experience appears

not to be statistically significant for female workers at all the different quantiles. Being

married has a positive coefficient at the tails of the wage distribution for women but

it is not statistically significant for the 10th and 90th percentiles. However, for male

workers, being married positively affects their wages across the entire distribution. The

big difference between the uncorrected and corrected quantile regression for woman

seems to be the effect of being married.
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(a) Experience (b) Married

(c) High School (d) Bachelor Degree

(e) Technical Degree (f ) Graduate Degree
Notes: Dashed line: corrected by selection. Solid line: uncorrected by selection

Figure 1.2: Quantile Regression Estimates

20



Figure 1.2 shows the coe�cients of the quantile regression for women before and

after controlling for selection into employment across the quantiles. The dashed line

and the solid line stand for the coe�cients corrected and uncorrected for selection

respectively. The main di�erence in human capital covariates appears to be at the

bottom and upper quantiles. This could mean that the sample selection increases in

the tails relative to the median in the distribution.

According to the results, the gender wage gap in Chile after controlling for sample

selection is around 50% at the higher levels of the distribution of wages where there

is a glass ceiling e�ect. This result shows that the selection into employment and

heterogeneous e�ects are important and need to be consider any time that the gender

wage gap is computed. Working woman are a selected sample and if the selection is

ignored the gap may be an underestimate of the existing di�erence.

1.4.3 The Machado and Mata Decomposition

To better understand the di�erence between male and female log wage distribution,

I applied the Machado and Mata (2005) technique to the corrected sample to decom-

pose the gender wage gap. Figure 1.3 shows the part of the gender wage gap that is

explained by characteristics and coe�cients respectively. Most of the di�erences in

salary are explained by the structural e�ect, which is the return to the labor market

characteristics. This result is in line with the structure of pay that is revealed in

Tables 1.3 and 1.5. The return to high level of education is higher for men than for

women at the upper quantiles. This situation is reversed for low paying work, where

women's education is more valued than men. However, for higher quantiles, charac-

teristic e�ects play an important role explaining the di�erences. This could suggest

that, while women are more highly educated than men (as Table 1.1 shows), their

degrees are not as well rewarded.
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Figure 1.3: The Machado and Mata Decomposition of the Gap Corrected
for Sample Selection

1.5 Validity of Assumptions

To validate the exclusion restriction's assumption, I apply the Huber and Mellace

(2014) test which reports that there is not a signi�cant relationship between my

excluded regressor and the error term of the outcome equation. This test is also

applied by Maasoumi and Wang (2019a) in similar context.

Huber and Mellace (2014) propose a test that validates two assumptions: i) the

existence of at least one variable that a�ects selection but not the log wage, ii) additive

separability of the errors in the selection process. To do that, they classify the popu-

lation into four subgroup according to the reaction of selection to the instrument (Z).

Using similar notation, the types are the following: �always selected', those individ-
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uals who participate in the labor force regardless of the instrument,�compliers" those

observations that are selected under Z=1 but not under Z=0,�de�ers" are selected

under Z=0 but not under Z=1 and the never selected who outcome is never observed.7

Denote S(z) as an observable binary variable which indicates the potential selection

state and it takes values of 1 if the log wage is observed, 0 otherwise. According to

Huber and Mellace (2014), the workers who perceive a salary can be described as

a mixture of always selected and compliers. The log wage for the other two types,

de�ers and never selected, is never observed (i.e., they are not employed).

The intuition behind this test is that, under the veri�ed exclusion restriction and

additive separability assumption, the point identi�ed outcome distribution of the

always takers in absence of the instrument lies within the bounds in the presence of

the instrument, which implies two inequality constraints that can be tested.

Following the procedure suggested by the authors, under the assumption of

validity/mono- tonicity, the following inequalites hold:

E[ln(w)jZ = 1; S = 1; ln(w) � yq] � E[Y jZ = 0; S = 1]

� E[ln(w)jZ = 1; s = 1; ln(w) � y1� q]

where yq is the qth conditional quantile in the conditional outcome distribution

when Z=1 and S=1 andq is the proportion of always selected in the mixed population

of the individual with and without children under the age of 3 years old (70% in my

sample). This is translated into the following null hypothesis:

H0 :

0

B
B
@

E[ln (w)jZ = 1 ; S = 1 ; ln (w) � yq] � E[ln (w)jZ = 0 ; S = 1]

E[ln (w)jZ = 1 ; S = 1 ; ln (w)] � E[ln (w)jZ = 0 ; S = 1 ; Y � y1� q]

1

C
C
A �

0

B
B
@







1

C
C
A �

0

B
B
@

0

0

1

C
C
A

7For more details of this test, see Huber and Mellace (2014).
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which means that the point identi�ed probability measure of the outcome among

always selected given Z=0 and S=1 must lie within the bounds of the conditional

probability in the mixed population with Z=1 and S=1. If this is not the case, either

the exclusion restriction or monotonicity are necessarily violated. Using their method,

I run the test and I �nd that the standardized mean constraints are negative which

means that the inequalities are never binding with a p-value of 0.9669. Therefore,

there is not enough statistical evidence to reject the validity of the presence of children

under the age of 3 as an excluded instrument.

1.6 Conclusion

An extensive body of literature suggests that there is a di�erence between the wages

of women and men. Nevertheless, the robustness of the results depends on the data set

and econometric speci�cation that a researcher uses. The majority of the gender appli-

cations that use quantile regression in the presence of non-random sample selection

assume that the errors are independent of the regressors given the selection proba-

bility. However, as discussed in Huber and Melly (2015), this assumption implies the

same slope coe�cients for the quantile curves across the distribution, limiting the

usefulness of heterogeneity in the analysis.

I address this problem by using a new quantile-copula methodology to account for

female self-selection into employment and to analyze the gender wage gap between

men and women across the distribution of wages in Chile. My results show that women

receive signi�cantly less pay than men across the whole wage distribution. Without

correction, the gender wage gap oscillated between 10 and 25 log points, which can

be interpreted as men having a wage approximately 10% to 25% higher than women.

However, after correcting for selection, the gender wage gap is around 25% to 35% at
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the lower quantiles, and the gap is larger in the higher quantiles up to a maximum

log wage di�erence of about 50%. The fact that the gender wage gap is larger in the

upper quantiles of the hourly wage distribution is evidence of a glass ceiling e�ect in

Chile.

I also decompose the selection-corrected gender wage pay into structural and com-

position e�ects. My results suggest that the di�erences in wages between female and

male workers in Chile can be explained mainly by di�erences in the rewards for the

workers' characteristics, such as education and age, and not by di�erences in the dis-

tribution of those characteristics. It is worth emphasizing that structural e�ects can

be changed through policies that aim to equalize pay structures between female and

male workers with the same set of skills.

In general, measuring the gender gap across the distribution has important conse-

quences for gender wage equality. The main goal of my paper is to provide evidence

about the inequality in Chile and to highlight how important it is for gender wage

gap analyses to consider sample selection into employment and heterogeneity across

wages distribution. Accounting for rigorous indicators in gender issues is crucial for

promoting gender equality and empowering women, especially in developing countries.
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Chapter 2

Implementing Quantile Selection Models in Stata

2.1 Introduction

Non-random sample selection is a well known issue in empirical economics. Since the

seminal work of Heckman (1979) addressing this problem, much progress has been

made in methods that extend the original model or relax some of its assumptions.

For example, Vella (1998) provides a survey of methods for estimating models with

sample selection bias in this line.

Although most of the e�ort has been focused on models that estimate the con-

ditional mean, the literature in econometrics has also tackled the problem of non-

random sample selection in the context of quantile regression. For example, Arellano

and Bonhomme (2017b) o�er a survey of recently proposed methods with a focus on a

copula-based sample selection model suggested in Arellano and Bonhomme (2017a).

As discussed in Arellano and Bonhomme (2017b), the �exible copula-based

approach has an advantage over methodologies that are based on the control function

approach. The latter impose conditions on the data that may not be compatible with

quantile models if the model is non-additive with non-linear quantile curves on the

selected sample (see Huber & Melly, 2015).

In this paper, we brie�y discuss the copula-based approach proposed by Arel-

lano and Bonhomme (2017a) and present a new Stata module calledqregsel that
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implements it.1 In addition, we illustrate the method with two empirical examples.

First, we estimate a quantile regression model with sample selection using the Stata

base reference manual example for theheckmancommand. Second, we replicate the

analysis of wage inequality in the UK for the period 1978-2000 as in the original

paper.

The paper is organized as follows. Section 2 describes the methodology. Section 3

describes theqregsel command and its syntax. In section 4 we illustrate the use of

the command with the empirical examples, and we conclude in Section 5.

2.2 Methodology

In this section we brie�y review the quantile selection model of Arellano and Bon-

homme (2017a). The goal is to obtain a consistent estimator when there is sample

selection in a non-additive model, such as quantile regression, which precludes the use

of the control function approach. The assumption of additive separability of observ-

ables and unobservables in the output equation does not hold in general, as argued

by Huber and Melly (2015) in the context of testing.

2.2.1 The Model

Sample selection is modeled using a bivariate cumulative distribution function or

copula of the percentile error in the latent outcome equation and the error in the

sample selection equation. The copula parameters are estimated by minimizing a

method-of-moments criterion that exploits variation in excluded regressors to achieve

1A copula-based maximum-likelihood method for the conditional mean is already avail-
able in Stata (see Hasebe, 2013).
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credible identi�cation. Then the quantile regression parameters are obtained by min-

imizing a rotated check function, which preserves the linear programming structure

of the standard linear quantile regression (see Koenker & Bassett, 1978).

Consider a general outcome equation speci�cation where the quantile functions

are linear:

Y � = Q(U; X ) = x0� (� )

whereY � is the the latent outcome variable (e.g. wage o�ers), the functionQ is the

� -th conditional quantile of Y � given the covariatesX (e.g. education, experience,

etc.), and U is the error term of the outcome equation.

The participation equation is de�ned as:

D = I f V � p(Z )g

whereD takes values equal to 1 when the latent variable is observable (e.g. employ-

ment) and 0 otherwise,Z containsX and at least one covariateB that do not appear

in the outcome equation (e.g., a determinant of employment that does not a�ect

wages directly),p(Z) is a propensity score, andV is an error term of the selection

equation. Hence, we observe (Y,D,Z ) where Y = Y � only when D=1.

Under the set of assumptions2 detailed in Arellano and Bonhomme (2017a), we

have that the cdf ofY* conditional on participation and for all � 2 (0; 1) is:

P r(Y � � x0� (� )jD = 1; Z = z) = Pr(U � � jV � p(z); Z = z) = Gx (�; p(z))

whereGx � C(�; p)=p is the conditional copula function, which measures the depen-

dence betweenU and V. HereGx maps rank� in the distribution of latent outcomes

2Assumptions: 1) Z is independent of(U,V) jX (exclusion restriction), 2) absolutely con-
tinuous bivariate distribution of (U,V) jX=x with standard uniform marginals and rectan-
gular support, 3) continuous outcome, and 4) propensity score,p(z)> 0 with probability
1.
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(given X=x ) to ranks Gx (�; p(z)) in the distribution of observed outcomes conditional

on participation (given Z=z ). Namely, the conditionalGx (�; p(z))-quantile of observed

outcomes (that is, whenD = 1) coincides with the conditional � -quantile of latent

outcomes, which implies that if we are able to estimate the mappingGx (�; p) from

latent to observed ranks, we are able to recoverQ(�; x ) from the observed outcomes

(i.e. we are able to estimate the� -quantile correcting for selection).

To implement the method, we assume that the copula function is indexed by a

single parameter such that:

Gx (�; p) � G(�; p; � ) =
C(�; p; � )

p

where the numerator is the unconditional copula of(U,V) , the denominator is the

propensity score, and� is the copula parameter that governs the dependence between

the error in the outcome equation and the error in the participation decision.

2.2.2 Estimation

Arellano and Bonhomme (2017a)'s estimation algorithm can be summarized in 3

steps: estimation of the propensity score, estimation of the degree of selection via the

cumulative distribution function of the percentile error in the outcome equation and

the error in the participation decision, and then, using the estimated parameter, the

computation of quantile estimates through rotated quantile regression.

The �rst step consists of estimating the propensity score
 by a probit regression:


̂ = argmaxa

NX

i =1

D i ln �( Z 0
i a) + (1 � D i )ln�( � Z 0

i a)

The second step is to estimate� by minimizing a method-of-moments objective

function, which allow us to obtain an observation-speci�c measure of dependence

between the rank error in the equation of interest and the rank error in the selection
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equation. This is accomplished with a grid search over di�erent values of� such that:

�̂ = argmin ck
NX

i =1

LX

l=1

D i ' (� l ; Z i )[1f Yi � X 0
i �̂ (� l ; c)g � G(� l ; �( Z 0

i 
̂ ); c)]k

wherek:k is the Euclidean norm,� 1 < � 2 < � � � < � L is a �nite grid on (0; 1), and the

instrument functions are de�ned as' (�; Z i ) where the dim' � dim � and:

�̂ � (c) = argmin b(� )

NX

i =1

D i [G(�; �( Z 0
i 
̂ ); c)(Yi � X 0

i b(� ))+ +

(1 � G(�; �( Z 0
i 
̂ ); c))( Yi � X 0

i b(� )) � ]

wherea+ = maxf a;0g, a� = maxf� a;0g, and the grid of� values on the unit interval

as well as the instrument function are chosen by the researcher.3

Lastly, using 
̂ and �̂ obtained above, the third step consists in computinĝG� i =

G(�; �( Z
0

i 
̂ ); �̂ ) for all i to estimate � (� ) by minimizing a rotated check function of

the form:

�̂ (� ) = argmin b(� )

NX

i =1

D i [Ĝ� i (Yi � X 0
i b(� ))+ + (1 � Ĝ� i )(Yi � X 0

i b(� )) � ] (2.1)

where �̂ (� ) will be a consistent estimator of the� -th quantile regression coe�cient.

Note that the third step is unnecessary if the quantiles of interest are included in

the set � 1 < � 2 < � � � < � L used in the second step.

2.2.3 Copulas

The Arellano and Bonhomme (2017b) analysis covers the case where the copula is

left unrestricted but for the implementation they focus on the case of identi�cation

where the copula depends on a low-dimensional vector of parameters.

3In our implementation we use a grid of 9 values (0.1,0.2,...,0.9), and' (� l ; Z i ) = ' (Z i ) =
p(Z i ; �̂ ) as in Arellano and Bonhomme (2017a) empirical example.
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In our empirical implementation, we only consider the case of a reduced set of one-

dimensional copulas. We include the Gaussian and an one-parameter Frank. Table 2.1

provides their respective functional forms.

Table 2.1: Copula Functions

Copula name C(U; V; � ) Range of�

Gaussian � 2f � � 1(U); � � 1(V); � g � 1 � � � 1

Frank � � � 1logf 1 + (e� �U � 1)(e� �V � 1)
(e� � � 1) g �1 � � � 1

2.2.4 Measures of Dependence

The parameter � that governs the degree of dependence is not directly comparable

across copulas (see Hasebe, 2013). For this reason, researchers often report Kendall's�

or the Spearman rank correlation coe�cient as a measure of the degree of dependence.

Both measures take the range of[� 1; 1], where a value closer to 1 (-1) indicates a

stronger (negative) dependence, and in the case of our copulas can be expressed as

closed form in terms of� (see Table 2.2).

Table 2.2: Copula Functions and Measures of Dependence

Copula name Range of� Kendall's � Spearman's rank correlation

Gaussian � 1 � � � 1 2
� sin � 1(� ) 6

� sin � 1(�= 2)

Frank �1 � � � 1 1 + 4
� f D1(� ) � 1g 1 + 12

� f D2(� ) � D1(� )g

Notes:Dn (� ) is a Debye function, whereDn (� ) = n
� n

R�
0

tn

et � 1dt.
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2.2.5 Rotated Quantile Regression

As previously mentioned, the quantile estimates are obtained by minimizing a rotated

check function (see equation 2.1). The minimization problem can be written as the

following linear programming problem:4

Min � � ;u;v

NX

i =1

Ĝ� i ui + (1 � Ĝ� i )vi

such that:

y � X � � = u � v

u � 0n

v � 0n

where 0n is a vector of 0s,X is the matrix of observations of the covariates,y is

the vector of observations of the outcome, andu and v are added to the inequality

constraint to transform it into an equality.

This linear programming problem could be solved using the LinearProgram() class

in Stata or alternatively using the Stata integration with Python. However, we imple-

ment an interior point algorithm developed by Portnoy and Koenker (1997) by trans-

lating the Matlab code used by Arellano and Bonhomme (2017a) to Mata language.5

2.3 The qregsel Command

In this section we describe theqregsel command to implement a copula-based sample

selection correction in quantile regression.

4This closely follows the quantile regression example for linear programming available in
the Mata reference manual (see example 3 for LinearProgram() in StataCorp (2019a)).

5The Matlab's routine was originally written by Daniel Morillo and Roger Koenker in
Ox, translated to Matlab by Paul Eilers, and slightly modi�ed by Roger Koenker. It can
be found in the supplemental material of Arellano and Bonhomme (2017a), and in Roger
Koenker's website.
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2.3.1 Syntax

The syntax of the qregsel command is:

qregsel depvar
�

indepvars
� �

if
� �

in
�

, select(
�

depvarS =
�

varlist S )

quantile( # )
�

copula( copula) noc onstant finergrid coarsergrid rescale nodots
�

2.3.2 Options

select(
�

depvarS =
�

varlist S) speci�es the selection equation. IfdepvarS is speci-

�ed, it should be coded as 0 and 1, with 0 indicating an outcome not observed for

an observation and 1 indicating an outcome observed for an observation.select()

is required.

quantile( # ) estimate # quantiles. quantile() is required.

copula( copula) speci�es a copula function governing the dependence between the

errors in the outcome equation and selection equation.copulamay begaussianor

frank. The default is copula(gaussian).

noconstant suppresses the constant term in the outcome equation.

finergrid �nds the value of the copula parameter using a grid of 199 values

(values such that the Spearman rank correlation is approximately [-0.99,-

0.985,..,0.985,0.99]) instead of 100 (values such that the Spearman rank correlation

is approximately [-0.99,-0.98,..,0.98,0.99]), as done by default.

coarsergrid �nds the value of the copula parameter using a grid of 50 values (values

such that the Spearman rank correlation is approximately [-0.99,-0.95,..,0.93,0.97])

instead of 100 (values such that the Spearman rank correlation is approximately

[-0.99,-0.98,..,0.98,0.99]), as done by default.

rescale transforms the independent variables in the outcome equation by subtracting

from each its sample mean and dividing each by its standard deviation.
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nodots suppresses progress dots that indicate status over the grid search.

2.3.3 Stored Results

qregsel saves the following in e():

Scalars

e(N) Number of observations

e(N_selected) Number of selected observations

e(rho) Copula parameter

e(kendall) Kendall's tau

e(spearman) Spearman's rank correlation

Macros

e(copula) Speci�ed copula

e(depvar) Dependent variable

e(indepvars) Independent variables

e(cmdline) Command line

e(outcome_eq) Outcome equation

e(select_eq) Selection equation

e(cmd) Command name

e(predict) Predict command name

e(rescale) Use of rescale option

e(title) Quantile selection model

e(properties) b

Matrices

e(b) Coe�cient vector

e(grid) Matrix with the values of the

objective function for each

value of rho, and its respective

Spearman rank correlation and

Kendall's tau

e(coefs) Coe�cient matrix

Functions

e(sample) Marks estimation sample
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2.3.4 Prediction

After the execution of qregsel , the predict command is available to compute a

counterfactual of the outcome variable corrected for sample selection. Here is its

syntax:

predict newvarlist
�

if
� �

in
�

where the list of new variables must contain two new variable names, the �rst one

for the counterfactual outcome variable, and the second one for a binary indicator of

selection, to be generated respectively.

The counterfactual outcomes are constructed by randomly generating an integer

q between 1 and 99 for each individual in the full sample, and then using the quan-

tile coe�cients associated with each draw ofq to produce a prediction of theqth

quantile of the outcome distribution. This approach follows the conditional quantile

decomposition method of Machado and Mata (2005) and has been recently applied

for example in Bollinger, Hirsch, Hokayem, and Ziliak (2019).

The selection indicator is generated by randomly drawing values of the error in

the selection equationV from the conditional distribution of V given U=u , derived

from the chosen copula using the estimated copula parameter and the values ofU

randomly generated to create the counterfactual outcome variable in the previous

paragraph. This approach follows the empirical exercise performed in Arellano and

Bonhomme (2017a).

2.3.5 Inference

Con�dence intervals for any of the parameters can be estimated using methods such

as the conventional nonparametric bootstrap, or alternatively using subsampling (see
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Politis, Romano, & Wolf, 1999) as done in Arellano and Bonhomme (2017a) due to

the computational advantage when using large sample sizes.

In our �rst empirical application we illustrate how to use bootstrap to create a

con�dence interval for the estimated coe�cients of the quantile regression and the

copula parameter.

2.4 Empirical Examples

In this section we illustrate the use of the command with two empirical examples.

First, we use the classic example of wages of women in which we use the data available

from the Stata manual example for the commandheckman. Second, we replicate part

of an exercise presented in Arellano and Bonhomme (2017a) with data from the UK.

2.4.1 Wages of Women

In this application we use the �ctional data set used in the documentation of the

Heckman selection model in the Stata base reference manual (see StataCorp, 2019b)

to study wages of women. As in the example, we assume that the hourly wage is a

function of education and age, whereas the likelihood of working (and hence the wage

being observed) is a function of marital status, the number of children at home, and

(implicitly) the wage (via the inclusion of age and education). We do not take the

logarithm of wage as it is usually done, however the variable in the �ctional data set

has already a bell-shaped histogram. In addition, we follow the example in the Stata

16 base reference manual by not including squared age as it is standard in this type

of regression.

First, we estimate a quantile regression over the quantiles 0.1, 0.5, and 0.9 without

corrections for sample selection as a benchmark.
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. webuse womenwk,clear

. sqreg wage educ age, quantile(.1 .5 .9)

(fitting base model)

Bootstrap replications (20)

1 2 3 4 5

....................

Simultaneous quantile regression Number of obs = 1,343

bootstrap(20) SEs .10 Pseudo R2 = 0.1068

.50 Pseudo R2 = 0.1429

.90 Pseudo R2 = 0.1523

Bootstrap

wage Coef. Std. Err. t P>|t| [95% Conf. Interval]

q10

education .8578176 .0822727 10.43 0.000 .6964203 1.019215

age .1234271 .0206434 5.98 0.000 .0829302 .1639239

_cons .5154006 1.256476 0.41 0.682 -1.949473 2.980274

q50

education .9064927 .0638967 14.19 0.000 .7811443 1.031841

age .160184 .0313763 5.11 0.000 .098632 .2217359

_cons 5.312029 1.007443 5.27 0.000 3.335692 7.288366

q90

education .930661 .0856044 10.87 0.000 .7627278 1.098594

age .1579835 .0462329 3.42 0.001 .0672868 .2486803

_cons 12.20975 1.55745 7.84 0.000 9.154448 15.26506

Next we turn to the estimation of a quantile regression accounting for sample

selection by using the commandqregsel with a Gaussian copula. In addition, we

plot the value of the objective function over the minimization grid (see Figure 2.1).

The value of rho that minimizes the criterion function is approximately equal to -

0.65, as stored in e(rho). The interpretation of this estimated value is that women

with higher wages (higher U) tend to participate more (lower V).
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. global wage_eqn wage educ age

. global seleqn married children educ age

. qregsel $wage_eqn, select($seleqn) quantile(.1 .5 .9)

Grid for the copula parameter (100)

----+--- 1 ---+--- 2 ---+--- 3 ---+--- 4 ---+--- 5

..................................................

..................................................

Quantile selection model Number of obs = 2000

Selected = 1343

Nonselected = 657

Copula parameter (gaussian): -0.65

wage Coef.

q10

education 1.112866

age .204362

_cons -8.498507

q50

education 1.017025

age .2028979

_cons .5828089

q90

education .8888879

age .2272004

_cons 8.914994

. ereturn list

scalars:

e(N) = 2000

e(N_selected) = 1343

e(rho) = -.647834836

e(kendall) = -.43389025

e(spearman) = -.63

macros:
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e(copula) : "gaussian"

e(depvar) : "wage"

e(indepvars) : "education age _cons"

e(cmdline) : "qregsel wage education age, select(married children educ age)"

e(outcome_eq) : "wage education age"

e(select_eq) : "married children educ age"

e(cmd) : "qregsel"

e(predict) : "qregsel_p"

e(rescale) : "non-rescaled"

e(title) : "Quantile selection model"

e(properties) : "b"

matrices:

e(b) : 1 x 9

e(grid) : 100 x 4

e(coefs) : 3 x 3

functions:

e(sample)

. svmat e(grid), name(col)

. qui gen lvalue = log10(value)

. twoway connected lvalue spearman

After the estimation a counterfactual distribution that is corrected for sample

selection may be generated with the post estimation commandpredict as follows.

Figure 2.2 displays the ventiles of the distribution corrected for sample selection versus

the uncorrected one. We can see how wages are lower after correcting for selection at

each ventile of the distribution.

. set seed 1

. predict wage_hat participation

. _pctile wage_hat, nq(20)

. mat qs = J(19,3,.)

. forvalues i=1/19 {

2. mat qs[�i�,1] = r(r�i�)
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Figure 2.1: Grid for Minimization

3. }

. _pctile wage, nq(20)

. forvalues i=1/19 {

2. mat qs[�i�,2] = r(r�i�)

3. mat qs[�i�,3] = �i�

4. }

. svmat qs, name(quantiles)

. twoway connected quantiles1 quantiles2 quantiles3, ///

> xtitle("Ventile") ytitle("Wage") legend(order(1 "Corrected" 2 "Uncorrected"))
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Figure 2.2: Corrected versus Uncorrected Quantiles

Finally, we illustrate the use of thebootstrap command to construct a con�dence

interval for the coe�cients associated to three di�erent quantiles and the copula

parameter � using 100 replications.

. bootstrap rho=e(rho) _b, reps(100) seed(2) notable: qregsel $wage_eqn, ///

> select($seleqn) quantile(.1 .5 .9)

(running qregsel on estimation sample)

Bootstrap replications (100)

1 2 3 4 5

.................................................. 50
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.................................................. 100

Bootstrap results Number of obs = 2,000

Replications = 100

command: qregsel wage educ age, select(married children educ age) quantile(.1 .5 .9)

[_eq4]rho: e(rho)

. estat bootstrap, percentile

Bootstrap results Number of obs = 2,000

Replications = 100

command: qregsel wage educ age, select(married children educ age) quantile(.1 .5 .9)

[_eq4]rho: e(rho)

Observed Bootstrap

Coef. Bias Std. Err. [95% Conf. Interval]

q10

education 1.1128663 -.0369692 .14707968 .7483546 1.322367 (P)

age .20436202 -.0065281 .04903284 .0912168 .2998732 (P)

_cons -8.4985072 .7444134 2.4852059 -11.27083 -2.926636 (P)

q50

education 1.0170248 .009136 .07041415 .9073696 1.155043 (P)

age .20289786 .0008091 .02794803 .1479627 .2588321 (P)

_cons .58280893 -.1804622 1.3881311 -1.880296 2.965075 (P)

q90

education .88888792 .015074 .06247303 .7735702 1.034392 (P)

age .22720039 -.0033785 .02609233 .1670902 .2715747 (P)

_cons 8.9149942 -.1022546 1.1223106 6.964433 10.89201 (P)

_eq4

rho -.64783484 -.0216367 .07354153 -.8230287 -.5277461 (P)

(P) percentile confidence interval
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2.4.2 Wage Inequality in the UK

In this example we apply the model to measure market-level changes in wage

inequality in the UK. We compare wages of males and females at di�erent quantiles

of the wage distribution, correcting for selection into work. We replicate Arellano

and Bonhomme (2017a) using the data set provided by the authors, which originally

comes from the Family Expenditure Survey (FES) from 1978 to 2000.6

We model log-hourly wages Y and employment status D. The controls X include

linear, quadratic, and cubic time trends, four cohort dummies (born in 1919-1934,

1935-1944, 1955-1964, and 1965-1977, omitting 1945-1954), two education dummies

(end of schooling at 17 or 18, and end of schooling after 18), 11 regional dummies,

marital status, and the number of kids split by age categories (six dummies, from 1

year old to 17-18 years old).

The excluded regressor follows Blundell, Reed, and Stoker (2003) and corresponds

to their measure of potential out-of-work (welfare) income, interacted with marital

status. This variable was constructed for each individual in the sample using the

Institute of Fiscal Studies tax and welfare-bene�t simulation model.

Arellano and Bonhomme (2017a) estimate the sample selection model indepen-

dently by gender and marital status. We replicate (see code below) the exercise

reported in the paper using a Frank copula and �nd that the copula parameter in

the case of married individuals is -1.548 for males and -1.035 for females (the asso-

ciated rank correlations are -0.250 and -0.170, respectively). For single individuals is

-7.638 for males and -0.421 for females (the respective rank correlations are -0.790

and -0.070). After the estimation using each sub-sample, we usepredict to generate

counterfactual outcomes, which are then used to plot quantiles by gender with and

6The data and replication codes can be found in the website of the journal.

43



without correction for sample selection over time. We are able to replicate the empir-

ical facts documented in the original paper (see Figure 2.3). We see that correcting for

sample selection makes an important di�erence at the bottom of the wage distribution

for males while the di�erence seems to be less important in the case of women.

. ** Female and single

. set seed 3

. use data_2 if married==0,clear

. global wage_eqn lw ed17 ed18 trend1 trend2 trend3 c1919_34 c1935_44 c1955_64 ///

> c1965_77 reg_d1 reg_d2 reg_d3 reg_d4 reg_d5 reg_d6 reg_d7 reg_d8 reg_d9 ///

> reg_d10 reg_d11 kids_d1 kids_d2 kids_d3 kids_d4 kids_d5 kids_d6

. global seleqn s_zero ed17 ed18 trend1 trend2 trend3 c1919_34 c1935_44 ///

> c1955_64 c1965_77 reg_d1 reg_d2 reg_d3 reg_d4 reg_d5 reg_d6 reg_d7 reg_d8 ///

> reg_d9 reg_d10 reg_d11 kids_d1 kids_d2 kids_d3 kids_d4 kids_d5 kids_d6

. qregsel $wage_eqn, select($seleqn) rescale quantile(50) copula(frank) finergrid

Grid for the copula parameter (199)

----+--- 1 ---+--- 2 ---+--- 3 ---+--- 4 ---+--- 5

..................................................

..................................................

..................................................

.................................................

Quantile selection model Number of obs = 23583

Selected = 15185

Nonselected = 8398

Copula parameter (frank): -0.42

lw Coef.

q50

ed17 .1107013

ed18 .2078859

trend1 -.0541206

trend2 .4185438

trend3 -.2659457

c1919_34 -.0203966

c1935_44 -.0127007

c1955_64 -.0211737
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c1965_77 -.064329

reg_d1 .007508

reg_d2 .0145522

reg_d3 .02818

reg_d4 .0140872

reg_d5 .0236211

reg_d6 .0070201

reg_d7 .1256261

reg_d8 .0708555

reg_d9 .0187373

reg_d10 .0041181

reg_d11 .032367

kids_d1 -.0102305

kids_d2 -.0126629

kids_d3 -.0342705

kids_d4 -.0577489

kids_d5 -.0541355

kids_d6 -.0115029

_cons 1.76145

. matlist e(rho)

c1

r1 -.421

. predict yhat participation

. keep yhat lw year

. tempfile data_2_single

. qui save �data_2_single�

.

. ** Female and married

. use data_2 if married==1,clear

. global seleqn m_zero ed17 ed18 trend1 trend2 trend3 c1919_34 c1935_44 ///

> c1955_64 c1965_77 reg_d1 reg_d2 reg_d3 reg_d4 reg_d5 reg_d6 reg_d7 reg_d8 ///

> reg_d9 reg_d10 reg_d11 kids_d1 kids_d2 kids_d3 kids_d4 kids_d5 kids_d6

. qui: qregsel $wage_eqn, select($seleqn) rescale quantile(50) copula(frank) finergrid
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. matlist e(rho)

c1

r1 -1.035

. predict yhat participation

. keep yhat lw year

. tempfile data_2_married

. qui save �data_2_married�

.

. ** Male and single

. use data_1 if married==0,clear

. global seleqn s_zero ed17 ed18 trend1 trend2 trend3 c1919_34 c1935_44 ///

> c1955_64 c1965_77 reg_d1 reg_d2 reg_d3 reg_d4 reg_d5 reg_d6 reg_d7 reg_d8 ///

> reg_d9 reg_d10 reg_d11 kids_d1 kids_d2 kids_d3 kids_d4 kids_d5 kids_d6

. qui: qregsel $wage_eqn, select($seleqn) rescale quantile(50) copula(frank) finergrid

. matlist e(rho)

c1

r1 -7.638

. predict yhat participation

. keep yhat lw year

. tempfile data_1_single

. qui save �data_1_single�

.

. ** Male and married

. use data_1 if married==1,clear

. global seleqn m_zero ed17 ed18 trend1 trend2 trend3 c1919_34 c1935_44 ///

> c1955_64 c1965_77 reg_d1 reg_d2 reg_d3 reg_d4 reg_d5 reg_d6 reg_d7 reg_d8 ///

> reg_d9 reg_d10 reg_d11 kids_d1 kids_d2 kids_d3 kids_d4 kids_d5 kids_d6

. qui: qregsel $wage_eqn, select($seleqn) rescale quantile(50) copula(frank) finergrid
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. matlist e(rho)

c1

r1 -1.548

. predict yhat participation

. keep yhat lw year

. tempfile data_1_married

. qui save �data_1_married�

.

. ** Plotting quantiles

. use �data_2_married�,clear

. append using �data_2_single�

.

. forvalues i=78(1)100 {

2. _pctile yhat if year==�i�, p(10 20 30 40 50 60 70 80 90)

3. mat qs = 1,�i�,r(r1),r(r2),r(r3),r(r4),r(r5),r(r6),r(r7),r(r8),r(r9)\nullmat(qs)

4. }

. forvalues i=78(1)100 {

2. _pctile lw if year==�i�, p(10 20 30 40 50 60 70 80 90)

3. mat qs = 2,�i�,r(r1),r(r2),r(r3),r(r4),r(r5),r(r6),r(r7),r(r8),r(r9)\qs

4. }

.

. use �data_1_married�,clear

. append using �data_1_single�

.

. forvalues i=78(1)100 {

2. _pctile yhat if year==�i�, p(10 20 30 40 50 60 70 80 90)

3. mat qs = 3,�i�,r(r1),r(r2),r(r3),r(r4),r(r5),r(r6),r(r7),r(r8),r(r9)\qs

4. }

. forvalues i=78(1)100 {

2. _pctile lw if year==�i�, p(10 20 30 40 50 60 70 80 90)

3. mat qs = 4,�i�,r(r1),r(r2),r(r3),r(r4),r(r5),r(r6),r(r7),r(r8),r(r9)\qs

4. }
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. mat colnames qs = serie year q10 q20 q30 q40 q50 q60 q70 q80 q90

. clear

. svmat qs, name(col)

number of observations will be reset to 92

Press any key to continue, or Break to abort

number of observations (_N) was 0, now 92

. reshape wide q*, i(year) j(serie)

(note: j = 1 2 3 4)

Data long -> wide

Number of obs. 92 -> 23

Number of variables 11 -> 37

j variable (4 values) serie -> (dropped)

xij variables:

q10 -> q101 q102 ... q104

q20 -> q201 q202 ... q204

q30 -> q301 q302 ... q304

q40 -> q401 q402 ... q404

q50 -> q501 q502 ... q504

q60 -> q601 q602 ... q604

q70 -> q701 q702 ... q704

q80 -> q801 q802 ... q804

q90 -> q901 q902 ... q904

. qui replace year=1900+year

.

. local k=10

. while �k�<=90{

2. twoway scatter q�k�3 q�k�4 q�k�1 q�k�2 year, c(l l l l) ms(p p p p) ///

> lwidth(vthick vthick thick thick) lpattern(dash solid dash solid) ///

> legend(off) xtitle("year",size(large)) ytitle("log wage",size(large)) ///

> xlabel(,labsize(large)) ylabel(,labsize(large)) name(q�k�,replace)

3. qui graph export "q�k�.eps", replace

4. local k=�k�+10

5. }
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(a) � = 10% (b) � = 20% (c) � = 30%

(d) � = 40% (e) � = 50% (f) � = 60%

(g) � = 70% (h) � = 80% (i) � = 90%
Notes:

Quantiles of log-hourly wages, conditional on employment (solid lines) and corrected for
selection (dashed). Male wages are plotted in thick lines, while female wages are in thin

lines.

Figure 2.3: Wage Quantiles, by Gender

2.5 Concluding Remarks

In this article, we introduce a new Stata module calledqregsel , which implements

a copula-based method proposed in Arellano and Bonhomme (2017a) to correct for

sample selection in quantile regressions. The use of the command is illustrated with

two empirical examples.
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Additional empirical applications of the econometric method here implemented

include the analysis of the gender gap between earnings distributions in Maasoumi

and Wang (2019b), and the analysis of earnings inequality correcting for non-response

in Bollinger et al. (2019).
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Chapter 3

When Measure Matters: Coresidence Bias and Intergenerational

Mobility Revisited

3.1 Introduction

Intergenerational mobility (IGM) in education studies the relationship between the

educational attainment of children and their parents. It aims to provide insights into

the transmission of socioeconomic advantages in society and the degree of equality of

opportunity in the economy. In particular, if the society shows a strong association

between children and parents' academic outcomes, it could mean that the family's

educational resources determine the success or failure of children in school. On the

contrary, if the society shows a weak association, it could mean that everyone has

similar opportunities to succeed regardless of their family background. From a policy

point of view, it is interesting to compare country estimates to shed some light on the

potential determinants or policies that in�uence IGM.

Several economies do not o�er better data alternatives than the use of coresident

samples to estimate IGM (i.e. samples with the link between parents and children are

only available for those individuals who are coresiding).1 Moreover, some data sources

such as population censuses provide advantages in terms of geographical disaggrega-

tion and historical coverage but only allow the use of individuals living with parents

1For example, Narayan et al. (2018); Van der Weide, Lakner, Gerszon Mahler, Narayan,
and Ramasubbaiah (2021) generates estimates of IGM for 153 countries, where 39 of them
are coresident samples.
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at the time of interview (i.e. coresidence samples). Researchers are cautious about

the suitability of coresident samples to measure IGM because of a potential sample

selection issue. Although intuitively the problem is clear, the literature documenting

the size of the bias is relatively scarce (see for example, Emran, Greene, & Shilpi,

2018; Emran & Shilpi, 2018; Francesconi & Nicoletti, 2006).

In this paper, we contribute to the understanding of intergenerational mobility

in education by studying the impact of coresidence bias on its measurement. Our

�rst contribution is to show that the correlation coe�cient may not be less biased

by coresidence than the regression coe�cient as recently claimed (see Emran et al.,

2018). We use the same simple model of coresidence analyzed by the authors and

highlight the key assumption needed for such a claim. Then, we discuss how pooling

a large set of birth cohorts to study coresidence bias favors the correlation measure.

Finally, we o�er empirical evidence against the conclusion based on the two previous

points.

Our second contribution is to provide empirical evidence of the extent to which

coresident samples produce biased estimates for a large set of IGM indicators used

most widely in the literature. We compare estimates of these indicators for the same

countries and same birth cohorts using two sources of data: 1) Latinobarometro social

survey, that contains retrospective information about the education attainment of

parents (i.e., each individual is asked the highest education attained by her parents),

and 2) coresident samples obtained from census data where we link individuals aged

21-25 years to their parents only if they live together. We �nd average biases that

go from less than 1% to more than 10%. In both absolute and relative mobility, we

�nd indicators with small bias (close to 1%); however, some of the indicators of rela-

tive mobility with small bias also show a very small rank correlation (i.e., dissimilar

ranking between sources). We also document that this is the case even in absence
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of coresidence bias. Our outcomes suggest that the information content they pro-

vide to rank di�erent economies-cohorts according to relative mobility is very noisy.

In contrast, some of the indicators of absolute mobility provide rank correlations

between sources as high as 0.91, which suggests that they are very informative to

rank economies-cohorts even in the presence of coresidence bias. Our results in the

second part of this paper have at least three implications for the recent literature

on intergenerational mobility in education. First, in the case of relative mobility, the

information content available in the Pearson correlation coe�cient and rank-based

indicators computed with education data seem to be less reliable to rank economies

than the intergenerational regression coe�cient despite their smaller coresidence bias.

Second,researchers still need to be careful about comparisons across economies that

pool indicators computed with coresident samples and those that use all children.

Nonetheless, some indicators are more likely to allow such comparisons as they show

very small level of coresidence bias while others are less likely because of large bias.

Third, the use of coresident samples obtained from census data to study absolute

mobility using the likelihood of achieving at least primary education conditional on

parents not achieving that level provide reliable information (small bias and mean-

ingful rankings).

The rest of the paper is structured as follows: Section 3.2 provides a brief overview

of related literature, putting our contribution in context. Section 3.3 revisits the claim

that coresidence bias impacts the Pearson correlation coe�cient less than the regres-

sion coe�cient. Section 3.4 provides empirical evidence of the extent of coresidence

bias in a larger set of indicators. Finally, in Section 3.5 we conclude with some �nal

remarks.

53



3.2 Related Literature

An extensive body of literature estimates intergenerational socioeconomic mobility

using di�erent measures of status (e.g., income, occupation, education, among others)

at the country-level or within countries. The research that documents IGM in income

is mainly focused on high-income economies. In contrast, IGM in education's papers

are predominant on developing countries (see Torche, 2019, for a recent survey). In

general, this divergence is given basically by the quality of data available in the

countries.

In terms of measurement, there is variety of di�erent indicators available.

Deutscher and Mazumder (2021) recently provides a framework to classify these

di�erent measures of intergenerational mobility in income into �ve main groups:

1) global measures of relative mobility; 2) local measures of mobility; 3) a global

measure of absolute mobility; 4) a global measure of movement, and 5) broad mea-

sures of relative mobility. A similar mapping can be applied to the indicators used

in the literature of IGM in education.2 Table 3.1 describes a (non-exhaustive) set

of indicators that can be found in recent articles on IGM in education grouped into

three categories: 1) Absolute mobility: including global measures as the share of

children with higher education than parents (see YOS, CAT, and MIX) and local

measures based on conditional probabilities that focus on particular segments of

the population (see BUM-primary, BUM-secondary, TDM-primary, TDM-secondary,

and UCP in Table 3.1); 2) Relative mobility: including global measures such as the

intergenerational regression coe�cient, intergenerational correlation coe�cient and

rank correlation (see IGRC, IGPC, and IGSC in Table 3.1), and local measures such

as the conditional expected rank or rank-based transition probabilities (see CER050

2Discussions about the type of indicators in the literature of IGM in education can be
found in Narayan et al. (2018); Neidhöfer, Serrano, and Gasparini (2018); Torche (2019).
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and BHQ4); and 3) Movement: that considers global indicators of movement based

on Fields and Ok (1996) and a variant used in Van der Weide et al. (2021) that can

be considered a local measure of movement (see M1, M2, and DIF in Table 3.1).

Table 3.1: Indicators of Educational Intergenerational Mobility

Name Description
Absolute Mobility
YOS Share of children with higher years of schooling than parents,Y OS = Pr(Sy > S ojSo < max (So))
CAT Share of children with higher level of education than parents,CAT = Pr(Cy > C ojCo < max (Co))
MIX A variant of CAT such that MIX = Pr(Cy > C o or Cy = Co = max(Co))
BUM-primary Bottom upward mobility: P r(Cy � primary jCo < primary )
BUM-secondary Bottom upward mobility: P r(Cy � secondaryjCo < secondary)
TDM-primary Top down mobility: P r(Cy � primary jCo < primary )
TDM-secondary Top down mobility: P r(Cy � secondaryjCo < secondary)
UCP Upper class persistence:P r(Cy � secondaryjCo � secondary)
Relative mobility
IGRC OLS estimate of the slope (� ) in Sy = � + �S o

IGPC Pearson correlation coe�cient (� ), where � = Corr (Sy; So)
IGSC Spearman correlation coe�cient,IGSC = Corr (Ry; Ro)
CER050 Expected rank of children with parents in bottom half,CER050 = E(Ry jRo � 50)
BHQ4 Prob. of reaching top quartile if parents are in bottom half,BHQ 4 = Pr(Ry > 75jRo � 50)
Movement
M1 Average change in schooling between generations,M 1 = 1

N

P
jSy

i � So
i j

M2 Average directional change in schooling between generations,M 2 = 1
N

P
(Sy

i � So
i )

DIF Same as M2 but for children with parents that did not complete tertiary

Notes:Sy and So denotes years of schooling of children and parents, respectively.Cy and Co denotes educational attainment as categories
(e.g., 1=less than primary, 2=primary, 3=secondary, and 4=tertiary) for children and parents, respectively. Ry and Ro denotes percentile
ranks computed using years of schooling of children and parents, respectively.

In terms of data, a non-negligible share of the estimates in recent literature rely on

coresident samples as the information to link children's educational attainment to one

of their parents is not always available. For example, Table 3.2 provides a summary

of data and indicators in several recent studies using coresident samples.

There are three things to highlight from this set of papers. First, there is a

novel interest in exploring intergenerational mobility within countries. For example,

Alesina, Hohmann, Michalopoulos, and Papaioannou (2020, 2021); Asher, Novosad,

and Rafkin (2021); Card, Domnisoru, and Taylor (2018); Dodin, Findeisen, Henkel,

Sachs, and Schüle (2021); Munoz (2021a); Van der Weide, Ferreira de Souza, and

Barbosa (2020) focus on a sub-national level. Second, several studies seek to build

indicators that allow comparisons across countries and/or regions (see for example,
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Alesina et al., 2020; Munoz, 2021a). An important implication of this is that di�erent

samples need to be comparable, and the ranking that results from pooling the indi-

cators from all these sources needs to be meaningful. Third, all these studies focus

on a small number of birth cohorts that are observed at young ages at the time of

the interview. This is done to minimize potential coresidence bias by focusing on

individuals at an age that is old enough to complete a given level of education but

young enough that the majority still coreside with their parents. Moreover, most of

the authors using census data rely on measures such as bottom upward mobility (e.g.,

the likelihood of completing at least primary education conditional on having parents

who did not complete that level), focusing on a level that can be completed at a

young age. The use of census data is related to the interest in sub-national measures

and the fact that household survey data typically do not allow this type of analysis

because of sample size and limitations in representativeness.

As we mentioned before, the literature addressing the consequences of using cores-

ident samples in the context of intergenerational mobility is relatively scarce. To the

best of our knowledge, there are three papers focused directly on the issue (Emran et

al., 2018; Emran & Shilpi, 2018; Francesconi & Nicoletti, 2006), which we summarize

in what follows. Francesconi and Nicoletti (2006) look at occupational intergenera-

tional mobility in the UK with data from the British Household Panel Survey and �nd

evidence that the magnitude of the bias is substantial. Emran et al. (2018) analyze

coresidence bias in the context of two indicators of relative intergenerational mobility

concluding that the intergenerational correlation is less biased than the intergener-

ational regression and suggest that researchers should move away from the latter.

The authors provide evidence from survey data in India and Bangladesh to support

this conclusion. Finally, Emran and Shilpi (2018) assess how coresidence bias a�ects

rank-based mobility estimates relative to intergenerational regression coe�cient and
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Table 3.2: Recent Literature Using Coresident Samples to Estimate IGM
in Education

Article Coverage Data and Sample Indicators
Alesina et al. (2021) Africa 69 censuses (aged 14-25) BUM, TDM
Alesina et al. (2020) Africa 37 censuses and 1 hh. survey (aged 14-18) BUM, TDM
Asher et al. (2021) India 2011-12 SECC Census (aged 20-23) BUM, TDM (interval)
Card et al. (2018) US Census 1940 (aged 14-18 and 14-16) BUM
Derenoncourt (2021) US Census 1940 (aged 14-18) BUM
Dodin et al. (2021) Germany Microcensuses 1997-2018 (aged 17-21) IGIG, Q5/Q1, Q1
Feigenbaum (2018) Iowa Census 1915 Iowa and 1940 US (aged 3-17) IGRC
Geng (2020) China Census 1982, 1990, and 2000 (aged 23-32) IGRC, IGPC, IGSC
Hilger (2016) US Censuses from 1940 to 2000 (aged 26-29) IGRC, IGRI
Munoz (2021a) LAC 96 censuses (aged 14-25) BUM, TDM
Munoz (2021b) Chile Census 2017 (aged 21-25) IGRC, YOS
Van der Weide et al. (2021) 153 countries Household surveys (aged 21-25) YOS, CAT, IGRC, IGPC
Van der Weide et al. (2020) Brazil Census 2010 (aged 20-24) IGRC, IGPC, YOS, IGRI

Notes: A description of most of the indicators (BUM, TDM, IGRC, IGPC, IGSC, YOS, and CAT) can be found in Table 3.1. IGRI
corresponds to the intercept in a regression between years of schooling of children against those of parents. Dodin et al. (2021) use
some variations of the measures discussed here that combine information of educational attainment with income (income gradient,
BUM ratios). LAC refers to Latin America and the Caribbean region. Van der Weide et al. (2021) also uses MIX, DIF, CER050,
and BHQ4 for robustness and only 39 out of their 153 samples use coresidents.

intergenerational correlation. The authors conclude that the bias in rank-based abso-

lute mobility estimates is the lowest in most cases, which suggests that this measure

is the most suitable for this type of research.

We are not aware of any previous analysis of coresidence bias in the context of

educational mobility looking at the following two factors: 1) to what extent coresi-

dence bias a�ects a large set of indicators as used in the recent literature, particularly

the bottom upward mobility often used with census data, and 2) to what extent the

coresidence restriction produces re-ranking of the economies under analysis. This last

point is di�erent from the size of the bias, given that researchers could use a group of

biased estimates to rank economies if the bias is large but does not vary signi�cantly

across these economies.
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3.3 IGRC Versus IGPC

We start our analysis of coresidence bias by reassessing the main conclusion put for-

ward by Emran et al. (2018), i.e., that the intergenerational correlation coe�cient

su�ers less from coresidence bias than the intergenerational regression coe�cient.

With this purpose, we re-state these conclusions using the same simple model of

coresidence. Then, we reassess the validity of these conclusions in the speci�c con-

text in which coresident samples have been recently used (see Table 3.2) and discuss

how the empirical evidence that supports their conclusion is constructed favors the

correlation over the regression coe�cient. Finally, we use household survey data with

retrospective information to provide novel evidence supporting our main points.

3.3.1 Coresidence Bias in the Simple Model of Emran et al. (2018)

To motivate the missing data scheme in the context of IGM, consider a set of individ-

ualsD from a survey. In this model, parents (denoted byo) take the marriage decision

for their own children (denoted byy). For instance, if a child gets married, she will

leave the house; otherwise, she will stay home. Suppose the children get married and

they do not live at home with their parents. In that case, the information about their

level of education (T > 0) will not be available in the survey, truncating the sample.

The marriage decision(M i ) is modeled as a binary indicator that takes values of 1 if

the child gets married and 0 otherwise:

M i =

8
>><

>>:

1 if v i � wSy
i > 0

0 otherwise
(3.1)

According to the equation 3.1, a child with the level of educationSy
i � Ti will get

married if the indirect utility ( vi ) of her progenitors from marrying o� their child is

greater than the labor market earning generated if the child stays at home (wSy
i ).
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Otherwise, if the child is unmarried, her information is included in the survey, and

the following equation holds:

Sy
i >

vi

w
� Ti (3.2)

Hence, the underlying econometric model for the estimation of the intergenerational

regression coe�cient (IGRC=� ) is the following linear regression equation:

Sy
i = � 0 + �S o

i + � i i 2 D; � � N (0; � 2
y); if S s

i > T i > 0 (3.3)

Given the coresidence restriction, the error term has two parts:

Sy
i = � 0 + �S o

i + � v � i + � i| {z }
� i

(3.4)

where � v = covariance v;�

variance v
(i.e., relationship between the payo� from marrying o� a

child and her level of schooling) and the the structural error� i . If this is the case,

E(� i jSo
i ) 6= 0, which will mean that there is omitted variable bias. As Emran et al.

(2018) explain in their paper, this formula gives us a simple way to determine the sign

of bias. If the indirect utility of marrying o� a child and the child's level of education

is positively correlated, the bias is negative (i.e.,plim (�̂ � � ) < 0).

In the case of the intergenerational Pearson correlation coe�cient (IGPC=� ), it

can be written as:

� = �
� So

� Sy
(3.5)

where� So and � Sy are the standard deviations in years of schooling for the sample of

parents and children, respectively.

Emran et al. (2018) assert that the intergenerational correlation coe�cient is less

biased and hence more robust to coresidence bias than the intergenerational regression

coe�cient. The intuition is simple; as the simple model shows, OLS has a downward

bias for the estimation of� , but the ratio � S o

� S y
has an upward bias. Hence, these two
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biases in opposite directions play in favor of� . The idea that the ratio of standard

deviations has an upward bias comes from the fact thatSy is truncated (which implies

lower variance) and the assumption thatSo is likely unbiased because the household

survey sample includes a random sample of household heads and spouses.

The authors o�er empirical evidence to support the conclusion that� is less biased

than � using two household surveys with data from India and Bangladesh, where

household heads are asked about the level of education of all their children regardless

of their coresidency status. This evidence is based on a sample of children aged 13-60

years but includes some sensitivity analysis with age ranges: 16-60, 20-69, and 13-50

years.

3.3.2 Is IGPC Less Biased than IGRC? Reassessing the Claim

We make two simple points regarding the previous analysis that make the conclusion

that IGPC is less biased than IGRC unwarranted. First, the assumption that the ratio

of standard deviations � S o

� S y
has upward bias is unlikely to hold in the setup in which

recent papers are done. Moreover, the IGRC may not be necessarily biased downward

either, in which case the relative impact of coresidence bias is an empirical question

more than a theoretical one.3 Second, the empirical evidence presented in Emran

et al. (2018) pooling approximately �ve decades of children's birth cohorts, which

may favor the correlation coe�cient given the documented fact that the correlation

coe�cient tends to be more stable across cohorts. In what follows, we discuss these

two points in detail.

The bias of � So =� Sy is not necessarily upward. The reasoning behind the

assumption that the ratio of standard deviations has upward bias relies on the idea

3We focus on the ratio but in section 3.4 we also present empirical evidence that the bias
is upward.
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that household surveys randomly select household heads and spouses and ask their

educational attainment. Therefore, we can use them to estimate the variance in the

schooling of parents without bias. This is certainly true; however, researchers typically

estimate the correlation coe�cient using the set of complete cases (i.e., observations

where children and parents education are available). Therefore, they also estimate

the standard deviation of schooling using a truncated sample of parents (e.g., a head

that is parent but do not have any children currently living at home is not used in

the estimation of the standard deviation), which is likely to be truncated in the same

direction as the sample of children given the positive correlation between parents and

children educational attainment. This implies that the bias depends on the relative

magnitude of the truncation in both samples (parents and children) and that in some

cases, IGPC may be even more biased than IGRC if the ratio has a bias in the same

direction as IGRC.

As shown in Table 3.2, several recent papers use census data to estimate intergen-

erational mobility. When this is the case, researchers typically restrict the sample to

children born in a small number of years such that they are old enough to complete

their education but young enough to coreside with their parents. We could also argue

that in such setup, the standard deviation of schooling for children can be estimated

without bias as we could observe all of them. However, as we argue in the previous

paragraph, researchers typically use complete cases to estimate the correlation coef-

�cient and therefore, use truncated samples.

Given the previous discussion, we believe that the sign of the bias in the case of

the ratio of standard deviations cannot be assumed to be in one particular direction

ex-ante, and it may vary across places or cohorts. We will show how the bias indeed

varies across cohorts for one speci�c country. Moreover, in the next section, we will
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o�er additional empirical evidence that indeed varies across di�erent samples using

information from 18 countries.

Pooling a large number of birth cohorts may favor IGPC in bias com-

parisons. Emran et al. (2018) use data from India and Bangladesh to show that the

bias in the case of the IGRC is larger than with the IGPC. The main evidence is a

comparison of estimates of both indicators using the information of all children aged

13-60 years and then only the sub-sample that coresides with their parents.

Our second point is that the comparison of bias is done by pooling a large number

of birth cohorts favors the indicator with lower variation across cohorts, which hap-

pens to be the IGPC. In what follows, we explain why this is the case.

Without loss of generality, consider that there are 2 cohorts with di�erent levels

of intergenerational mobility such that:

Sy
ic = � c + � cSo

ic + � ic i 2 [1; Nc] c = 1; 2 (3.6)

where we assume� ic is independent ofSo
ic and c denote cohorts. However we estimate

the model pooling these cohorts.

In this framework, to assess the magnitude of the coresidence bias using pooled

cohorts we would estimate an OLS regression pooling all the information and using

all the children to get the following estimate as the benchmark:

�̂ pooled =
P N1

i =1 (Sy
i 1 � �Sy)(So

i 1 � �So) +
P N2

i =1 (Sy
i 2 � �Sy)(So

i 1 � �So)
P N1

i =1 (So
i 1 � �So)2 +

P N2
i =1 (So

i 2 � �So)2
(3.7)

where �Sy =
P N 1

i =1 Sy
i 1+

P N 2
i =1 Sy

i 2
N1+ N2

and �So =
P N 1

i =1 So
i 1+

P N 2
i =1 So

i 2
N1+ N2

.

62



This benchmark estimate, under the assumption that� ic in uncorrelated to parents

schooling within and across cohorts, has the following expected value:

E[� pooled] = � 1

P N1
i =1 (So

i 1 � �So)2

P N1
i =1 (So

i 1 � �So)2 +
P N2

i =1 (So
i 2 � �So)2

+ � 2

P N2
i =1 (So

i 2 � �So)2

P N1
i =1 (So

i 1 � �So)2 +
P N2

i =1 (So
i 2 � �So)2

= � 1W1 + � 2W2

(3.8)

Equation 3.8 means that� pooled can be interpreted as a weighted average of the level

of IGRC faced by our 2 cohorts. These weights are somewhat arbitrary given that they

consider the share of variation in schooling of parents (pooling all cohorts) accounted

by each cohort.

An equivalent derivation (omitted for the sake of brevity) can be constructed for

the IGPC given that it can be computed using a regression like in equation 3.6 with

standardized years of schooling, which give us that:

E[� pooled] = � 1
~W1 + � 2

~W2 (3.9)

where ~W1 and ~W2 are similar weights based on the squared deviation from the mean

using standardized years of schooling of parents.

Given that coresidence rates vary with age (younger people coreside with parents

at higher rates), even if coresidence conditional on age is fully random, the weights

for each cohort in a coresident sample will vary (relative to the benchmark that

uses all children), assigning less weight to older cohorts (because they have lower

coresidence rates). Hence, even if we were able to estimate intergenerational mobility

with coresident samples without bias for each cohort (or age group) separately, the

pooled estimate using all the cohorts with the coresident sample will likely be biased

due to the change in weights. Moreover, something to note is that this is not a problem

if the indicator of intergenerational mobility does not change across cohorts (i.e.,
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� 1 = � 2 in our example). Hence, this will likely favor the IGPC given the documented

fact that, in general, it varies less than the IGRC across cohorts (see for example,

Hertz et al., 2007). Figure B.1 in the Appendix shows that this is true in the case of

India, where IGRC shows a pronounced decline since 1940 while IGPC has remained

relatively �at. 4

3.3.3 Empirical Evidence

Data. We use the year 2013 wave of a nationally representative household survey

called Encuesta Nacional de Calidad de Vida (ENCV) from Colombia. The survey

collects information about the educational attainment of all the members of each

household interviewed and additionally ask about the educational attainment of the

father and mother of these members and whether they are coresiding with father and

mother.

Results. Table 3.3 reports the main empirical evidence supporting the two points

made in the previous section. We estimate two indicators of intergenerational mobility

(IGRC and IGPC) for di�erent age groups and pool all these age groups together. We

do so using all children and only the coresident sample. We also estimate the ratio

of the standard deviation in years of schooling of children over the one of parents

respectively. In addition, we report the size of the coresidence bias (di�erence between

estimates with full sample versus coresident sample), sample sizes and the coresidence

rate of each age group.

Several �ndings emerge from Table 3.3. First, we �nd that in the case of Colombia,

the level of intergenerational mobility has been declining when measured with the

IGRC but stays relatively stable when measured with the IGPC (see the top two

rows). This is also observed when the coresident sample is used, and it matches

4Unfortunately, the data source does not have estimates across cohorts for Bangladesh.
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the general pattern discussed in the previous section that is also observed for India.

Second, we �nd that the IGRC and IGPC are downward biased in all the age groups

and the pooled group with the exception of the oldest age group (56-65). However,

when the magnitude of the bias is compared, a striking pattern emerges.

When we compared di�erent age groups, the bias typically favors IGRC (see ages

56-65, 46-55, 36-45, and 21-25), but when we pool all age groups, it favors IGPC.

Even more strikingly, the bias in the IGRC computed pooling all the cohorts is more

than double the size of the highest bias found for one particular age group. Third,

the ratio of standard deviations is not always upwardly biased as assumed in Emran

et al. (2018). In our data set, age groups 56-65, 26-35, and 21-65 are upwardly biased,

while the other three age groups are downwardly biased.

In the Appendix (see Tables B.1 and B.2), we show that very similar patterns

emerge when we replicate Table 3.3 using household survey data from Ecuador

and Guatemala, although in the case of Guatemala the ratio of variances is indeed

upwardly biased for all the age groups. This rules out that these results may be

related to some speci�city of Colombia.

Taking all of the previous �ndings together, the empirical evidence supports the

idea that pooling di�erent age groups or birth cohorts may severely increase the bias

in the estimates of the IGRC for reasons other than the coresidence restriction itself

and that the ratio of standard deviation may not always show upward bias. Hence,

we conclude that researchers should not discard estimates of the IGRC in favor of the

IGPC as previously suggested.
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Table 3.3: Coresidence Bias for Two Relative Indicators of
Intergenerational Mobility in Colombia's ENCV 2013 Household Survey

Age groups (children)
56-65 46-55 36-45 26-35 21-25 21-65

IGRC .69 .63 .55 .47 .39 .6
IGPC .53 .53 .51 .53 .52 .56
IGRC (coresident sample) .71 .61 .54 .44 .39 .51
IGPC (coresident sample) .55 .48 .49 .5 .51 .54
Bias in IGRC (%) 3.3 -4 -1 -7.2 -.32 -15
Bias in IGPC (%) 3.7 -9 -3.9 -5.6 -.56 -3.6
Ratio of standard deviations (� So =� Sy ) .77 .83 .94 1.1 1.3 1.1
Ratio of SD (coresident sample) .77 .79 .91 1.1 1.3 .94
Bias in ratio of SD (%) .41 -5.3 -2.9 1.7 -.24 13
N 5048 7654 8598 9599 5368 35581
Coresidence rate (%) 6.5 11 17 31 53 19

Notes: The table reports estimates of the intergenerational regression coe�cient (IGRC) and
the intergenerational Pearson correlation coe�cient (IGPC) computed for di�erent age groups
and pooling all these groups. These estimates use years of schooling (YOS) censored at 15
for children and their parents. The latter uses the highest level when information about both
parents are available. We use all the children of a given age and then restrict the sample to
those that coreside with at least one parent (i.e., coresident sample). We report the bias in
these indicators as a percentage of the value computed with the full sample (coresidents and
no coresidents). We report the standard deviation (SD) of YOS of parents (� So ) over the SD in
YOS of children (� Sy ), and the bias computed as a percentage of the ratio estimated with the
entire sample. The rowN reports the number of children used in the estimation with the full
sample, and the coresidence rate in the last row indicates the percentage of all children (i.e.,
N ) living with at least one parent.

3.4 Coresidence Bias in a Larger Set of Indicators

In this section we expand our focus to include the full set of absolute mobility, relative

mobility, and movement indicators described in Table 3.1. In particular, we compare

the estimates of each indicator for the same country and birth cohorts computed

with a data source containing retrospective information (individuals are asked about
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their parents' education) against those obtained with a data source that only contains

information for individuals living with their parents. Hence, we use the former as the

benchmark because it does not require a coresidence restriction and interpret the

di�erence between both sources as indicative of the size of coresidence bias.

We assess the impact of coresidence on these 16 indicators in two dimensions:

First, we quantify the average size of the coresidence bias (i.e., the average di�erence

between sources as a percentage of the value computed with retrospective information)

for each indicator. Second, we analyze to what extent these indicators provide valuable

information to rank economies or cohorts according to the level of intergenerational

mobility. We compute the Spearman rank correlation between the IGM indicators

using our two data sources to evaluate whether the rankings derived from one of

them are consistent with the alternative source.

3.4.1 Data and Measurement

Data. We use data from two sources that contain information for 18 countries in

Latin America: Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominican

Republic, Ecuador, El Salvador, Guatemala, Honduras, Mexico, Nicaragua, Panama,

Peru, Uruguay, and Venezuela.

First, we use Latinobarometro opinion survey, which has been previously used to

document IGM in Latin America (see Neidhöfer et al., 2018). This survey is nation-

ally representative and contains information about the educational attainment of each

individual responding the questionnaire plus the information about parents' educa-

tional attainment (i.e., each individual is asked about the highest educational attain-

ment of her parents). We include in our sample individuals who were born between

1935-1995 and were at least 23 years old when they answered the survey. For each

country, we pool the waves 1998, 2000-2011, 2013 and 2015, and normalize the survey
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weights over di�erent waves. The data set contains information about educational

attainment that can be coded to have years of schooling censored at 155 and com-

pleted level of education that takes values 1 for iliterate, 2 for incomplete primary,

3 for complete primary, 4 for incomplete secondary or technical, 5 for complete sec-

ondary or technical, 6 for incomplete higher education, and 7 for complete higher

education.

Second, we use census data obtained from Integrated Public Use Microdata Series-

International (IPUMS-International, IPUMS, 2019), which provides samples (typi-

cally 10%) of the full-count microdata. The data collection is organized at the house-

hold level and is possible to link individuals who live with their parents in the same

household at the time of the interview using a variable that details the relationship

between each individual and the household head. We use individuals aged 21-25 years

linked to their probable father and/or probable mother according to the procedures

used by IPUMS for family interrelationships.6 Table B.3 provides the detail of the

samples that we use and the availability of educational attainment information. The

data set contains a variable with years of schooling (available in a subset of census

samples) that we censor at 15 years and a categorical variable (available for all our

census samples) that takes values 1 for less than secondary, 2 for primary education,

3 for secondary education and 4 in the case of tertiary education. These levels do

not represent any particular country system and are based on a recoding done by

IPUMS (2019).7 We measure educational attainment of parents as the highest attain-

5This variable is continuous from 0 to 12, and then we code incomplete university or
technical training as 13, complete technical training as 14, and complete university as 15

6More details can be found in the following link:
https://usa.ipums.org/usa/chapter5/chapter5.shtml.

7This variable applies, to the extent possible, the United Nations standard of six years
of primary schooling, three years of lower secondary schooling, and three years of higher
secondary schooling.
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ment among the available parents to be consistent with the information provided by

Latinobarometro opinion survey.

Measurement. We compute 16 indicators of intergenerational mobility in educa-

tion that can be classi�ed within the concepts of absolute mobility, relative mobility,

and movement and have been recently used in the literature. A description of them

was provided in Table 3.1 of section 3.2. For each census sample, we use individuals'

respective birth years to identify a sample in Latinobarometro survey that represent

the same 5-year birth cohort and country. In total, we are able to identify up to

72 samples, each one a di�erent country and 5-year birth cohort with information

available in both data sources.

3.4.2 Results

We estimate 16 educational IGM indicators in both data sets and end up with at most

72 country-birth-cohorts that are available in both data sets. Descriptive statistics of

the full set of estimates for the census data and Latinobarometro survey can be

found in the Appendix (see Table B.4 and Table B.5, respectively). Using the subset

of estimates for country-birth-cohorts that are available in both data sources, we

compute the average di�erence and the Spearman rank correlation (see Table 3.4).

In terms of the size of coresidence bias (see the column average di�erence in

Table 3.4), our �ndings show varying levels of bias going from less than 1% to more

than 10%.8 In the case of absolute and relative mobility, there are indicators with a

relatively small bias (for example, UCP and CER050). In contrast, all the indicators

of movement here considered have an average bias greater than 10%. In line with the

results of Emran and Shilpi (2018), the expected rank for children with parents in the

8The table reports averages, a visualization of the distribution for each indicator using a
boxplot can be found in Figure B.2 of the Appendix.

69



bottom half of the distribution (CER050) show the smallest bias of all the indicators.

When comparing the IGRC vs. the IGPC, which was the focus of the previous section,

we �nd a larger average bias in the case of IGRC. However, the bias is positive on

average, in contrast to the empirical regularity stated in Emran et al. (2018).

When we assess the level of re-ranking or how aligned are rankings produced with

these two sources (see the column rank correlation in Table 3.4), we �nd some striking

results. First, all the indicators of absolute mobility show relatively high-rank correla-

tions (i.e., the ranking by the level of mobility with one source is close to the ranking

with the alternative source). Second, the indicators of relative mobility show varying

levels of rank correlation that do not follow the size of the coresidence bias. For

example, CER050 has the lowest bias but also one of the lowest rank correlations.

In contrast, the IGRC has the highest bias and the highest rank correlation. This

suggests that researchers should be careful when pooling IGRC estimates with cores-

ident samples together with those that use all children, but they still should be using

IGRC to rank economies in terms of relative mobility when all the estimates come

from coresident samples. Third, in line with the results for the IGRC, the indicators

of movement show relatively large bias and relative high-rank correlation.

Figure 3.2 provides visual evidence that highlights how some indicators computed

using census data are better aligned to those obtained from the social survey Lati-

nobarometro. In this case, measures of absolute mobility such as bottom-upward

mobility are close and clearly more spread across the 45-degree line when compared

to measures of relative mobility such as IGRC or IGPC. As a consequence of this, we

�nd small bias and high rank correlation in these measures of absolute mobility. A

visualization of how the rankings change between sources is provided in Figure B.3

of the Appendix. It highlights how some country-birth-cohorts that appear to be
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Table 3.4: Comparison of Estimates Using a Coresident Sample (Census
Data) and Those with Coresidents and Non-coresidents (Social Survey

with Retrospective Information)

Indicator Average di�erence (%) Rank correlation
Absolute mobility
UCP 0.693 0.551
BUM-primary -2.199 0.910
YOS -2.959 0.718
TDM-secondary 12.844 0.551
TDM-primary 14.705 0.737
BUM-secondary -17.127 0.855
CAT -30.847 0.744
MIX -30.951 0.702
Relative mobility
CER050 6.361 0.186
IGPC 10.854 0.490
IGSC 12.448 0.368
IGRC 18.817 0.820
BHQ4 40.174 0.164
Movement
M1 -10.812 0.766
M2 -12.159 0.747
DIF -13.032 0.799

Notes: This table uses estimates of 16 indicators of intergenerational
mobility described in Table 3.1 computed using Latinobarometer
social survey and census data. The former contains retrospective
information about parents' educational attainment while the latter
uses a sample of coresidents. The �rst column reports the average
di�erence between the estimates of both sources as a percentage of
the indicator computed with the former. The second column reports
for each indicator the Spearman rank correlation coe�cient relating
the estimates using one source to the estimates using the alternative
source.

highly mobile when using BHQ4 (rank correlation lower than 0.16) with full sample

become part of the samples with low level of mobility when using the coresidents

71



(lines crossing from top to bottom in the graph). In contrast, the ranking appear

much more stable with BUM-primary (rank correlation 0.91).

(a) IGRC (b) IGPC

(c) BUM-primary (d) BUM-secondary

Notes: The �gure shows estimates for up to 72 samples (each one a di�erent country and 5-
year birth cohort) of 4 indicators of intergenerational mobility as described in Table 3.1. They
are computed with a social survey that contains retrospective information (Latinobarometro)
and a coresident sample from census data using individuals aged 21-25 years.

Figure 3.2: IGM with Retrospective Information vs. Coresident Samples
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So far we have assumed that any di�erence between the estimates computed with

Latinobarometro opinion survey and census data are because of coresidence bias.

However, some di�erence may appear just because of sampling variation too. To put

the magnitude of the bias and re-ranking in context, we also run a similar analysis that

compares some of the IGM measures computed with two di�erent data sources that

contain retrospective information for 9 countries (Brazil, Chile, Colombia, Ecuador,

Guatemala, Mexico, Nicaragua, Panama, and Peru). Table B.7 in the Appendix shows

the rank correlation and average di�erences of the set of IGM measures computed

with Latinobarometro and nationally representative household surveys9 and made

available in Neidhöfer et al. (2018).10 In terms of average di�erences, we �nd average

di�erences of more than 5% in relative mobility computed with the IGRC and IGPC

but around 4% with IGSC. In contrast, indicators of absolute mobility and movement

show smaller di�erences. In the case of rank correlations, the bottom-upward mobility

indicator show the highest alignment while the IGPC and IGSC provide very small

rank correlation. This suggests that even in the absence of coresidence bias, some

indicators of relative mobility are not very reliable to rank economies by the level

of IGM. In their analysis, Neidhöfer et al. (2018) omit cohorts with less than 200

observations when analyzing trends over time. When we apply the same constraint,

our main �ndings still hold, which suggests that the di�erences are not driven by this

set of estimates computed with very small samples that are arguably less reliable.

3.5 Conclusion

Researchers and journal editors are cautious about using coresident samples to esti-

mate intergenerational mobility indicators because of potential sample selection bias

9Table B.6 in the Appendix speci�es what household surveys and waves are being used.
10Figure B.4 in the Appendix shows scatter plots of these comparisons.
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from truncation. However, there is scarce empirical evidence on how sensitive these

measures are to coresidence restriction (i.e., estimating an indicator using only indi-

viduals living with their parents).

This paper contributes to the understanding of the impact of coresidence bias

on educational IGM. We begin reassessing a recent claim that the intergenerational

correlation is less a�ected by coresidence bias than the intergenerational regression.

We �nd that the conclusion depends on the setting in which researchers are esti-

mating educational mobility: if both, the variance of years of schooling of parents

and the variance of years of schooling of children are truncated, then the result is

not warranted. We also show that a comparison of estimates pooling a large number

of birth cohorts with a full sample against those with coresidents sample, tends to

favor (in terms of bias) the indicator that varies less across birth cohorts (usually the

correlation coe�cient).

Furthermore, we take advantage of two data sources to investigate how coresidence

bias a�ects di�erent measures of intergenerational mobility in education for a large

number of countries and birth cohorts. Our main empirical �ndings are threefold:

First, some indicators of absolute mobility computed with coresident samples provide

meaningful information to rank economies by the level of mobility and show low cores-

idence bias levels. Second, the Pearson correlation coe�cient is usually insu�cient to

rank economies across time and space despite having lower bias than alternative indi-

cators of relative mobility. Third, the Pearson correlation coe�cient gives a low-rank

correlation even when comparing two sources of information where none su�ers from

the coresidence restriction. Similarly, the rank-based mobility indicators produce sig-

ni�cant levels of re-ranking even when coresidence bias is not an issue.

The fact that some indicators o�er relatively high coresidence bias together with

high-rank correlation implies that researchers can use these indicators with con�dence
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to rank economies and/or cohorts using the same metric estimated with coresident

samples. However, researchers should be careful when comparing the same indicator

computed with coresident samples versus full samples.

Our work underlines that census data is a viable alternative for further research on

intergenerational mobility in education. It opens research opportunities in economies

that lack alternative data and o�ers historical options in places with good data today

but not in the past. The fact that census data can be used to study IGM at a

disaggregated geographical level also opens up possibilities to �nd credible natural

experiments to shed some light on the drivers of IGM in education.
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Appendix A

Chapter 1: Additional Figures

A.1 Labor History

Each survey wave collects the work history of the interviewee, where he or she gives

details of the years and months in which they were under one of the following situa-

tions: employment, unemployment, searching for a job for the �rst time, and inactive.

To create a variable that represents the e�ective labor experience, I took from each

wave the number of months when the individual was actively working. For those indi-

viduals who have gaps, I assumed that they have zero experience during the period

they did not answer (e.g., an individual who answered in the 2006 wave and 2015

wave but was not asked to provided information about labor status between 2006

and 2009). For the �rst interview which was in 2002, the labor history was covered

from the year 1980 and then I extended it using the rest of the waves. For example,

the experience variable for a respondent interviewed in 2015 will have a complete

labor force history from 1980-2002, then it will be added to the labor history from

2002-2004 from 2004's wave and so on, until the employment history is completed.The

survey data has been merged using an identi�cation number that is related to the

interviewee.
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A.2 Copula Approach to Sample Selection Models

The copula approach adds more �exibility to model speci�cations and captures depen-

dence more broadly than a standard multivariate normal framework. The normality

assumption is often too strong and it can be the case that the log of wages may have

thicker tails than normal distribution implies. For that reason, I modeled sample

selection using a Frank copula. According to the Sklar theorem, any multivariate dis-

tribution function with continuous margins has a unique copula representation. In

this exercise, the Frank copula will generate a joint distribution given marginal dis-

tribution from the errors of the sample and outcome equation. One-parameter Frank

copula has the following function:

� � 1logf 1 +
(e� �U � 1)(e� �V � 1)

(e� � � 1)
g

where the parameter� governs the degree of dependence and it can take values from

1 � � � 1 .

Figure A.1 shows the contour plot of the frank copula in di�erent regions of the

(U,V) plane. The level curves suggest the magnitude of dependency which goes from

low to high, where the smaller ellipses display stronger dependency. In my empirical

implementation, the negative correlation indicates positive selection into employment

which means that the wage of non-working women are lower than those who are

working.
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Figure A.1: Contour Plot of the Frank Copula
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Appendix B

Chapter 3: Additional Figures and Tables

Table B.1: Coresidence Bias and Relative Mobility in Guatemala's
ENCOVI Household Survey

Age groups (children)
56-65 46-55 36-45 26-35 21-25 21-65

IGRC .87 .83 .76 .69 .57 .78
IGPC .64 .58 .59 .59 .56 .61
IGRC (coresident sample) .7 .68 .72 .66 .55 .67
IGPC (coresident sample) .57 .55 .64 .61 .56 .61
Bias in IGRC (%) -20 -17 -5.1 -4.1 -3.4 -14
Bias in IGPC (%) -11 -6.2 8.9 3.6 1.2 .19
Ratio of SD .74 .71 .78 .85 .97 1.3
Ratio of SD (coresident sample) .81 .8 .89 .92 1 1.1
Bias in ratio of SD (%) 10 14 15 8 4.8 16
N 2721 3958 5291 7206 4934 21635
Coresidence rate (%) 3.2 6.9 14 29 57 17

Notes: The table report estimates of the intergenerational regression coe�cient (IGRC)
and the intergenerational Pearson correlation coe�cient (IGPC) computed for di�erent
age groups and pooling all these groups. These estimates use years of schooling (YOS)
censored at 15 for children and their parents, and for the latter use the highest level when
information about both parents is available, and the one available when that is not the
case. We use all the children of a given age and then restrict the sample to only those
that coreside with at least one parent (i.e., coresident sample). We report the bias in
these indicators as percentage of the value computed with the full sample (coresidents
and no coresidents). We report the standard deviation (SD) of YOS of parents (� p)
over the SD in YOS of children (� c), and the bias computed as percentage of the ratio
estimated with the full sample. The row N reports the number of children used in the
estimation with the full sample, and the coresidence rate in the last row indicates the
percentage of all children (i.e.,N ) living with at least one parent.
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Table B.2: Coresidence Bias and Relative Mobility in Ecuador's ECV
Household Survey

Age groups (children)
56-65 46-55 36-45 26-35 21-25 21-65

IGRC .7 .62 .54 .49 .4 .6
IGPC .59 .54 .54 .53 .48 .57
IGRC (coresident sample) .66 .66 .54 .48 .39 .52
IGPC (coresident sample) .55 .58 .53 .52 .48 .55
Bias in IGRC (%) -5.6 6.6 -.11 -1.9 -1.6 -13
Bias in IGPC (%) -7.4 6.8 -1.8 -.44 .32 -4.7
Ratio of SD .84 .87 1 1.1 1.2 1
Ratio of SD (coresident sample) .83 .87 .98 1.1 1.2 .96
Bias in ratio of SD (%) -1.8 .19 -1.7 1.5 2 9.5
N 6555 9440 12296 14929 8095 49742
Coresidence rate (%) 4.7 8.4 12 24 50 15

Notes: The table report estimates of the intergenerational regression coe�cient (IGRC)
and the intergenerational Pearson correlation coe�cient (IGPC) computed for di�erent
age groups and pooling all these groups. These estimates use years of schooling (YOS)
censored at 15 for children and their parents, and for the latter use the highest level when
information about both parents is available, and the one available when that is not the
case. We use all the children of a given age and then restrict the sample to only those that
coreside with at least one parent (i.e., coresident sample). We report the bias in these
indicators as percentage of the value computed with the full sample (coresidents and no
coresidents). We report the standard deviation (SD) of YOS of parents (� p) over the SD
in YOS of children (� c), and the bias computed as percentage of the ratio estimated with
the full sample. The row N reports the number of children used in the estimation with
the full sample, and the coresidence rate in the last row indicates the percentage of all
children (i.e., N ) living with at least one parent.
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Table B.3: Census Data Sets and Availability of Information about
Education

Country Census years Years of schooling Categories

Argentina 1970, 1980, 1991,
2001

Yes Yes

Bolivia 1976, 1992, 2001,
2012

Yes Yes

Brazil 1960, 1970, 1980,
1991, 2000, 2010

Yes, except 2010 Yes

Chile 1970, 1982, 1992,
2002

Yes Yes

Colombia 1973, 1985, 1993,
2005

Yes, except 1993
censored

Yes

Costa Rica 1973, 1984, 2000,
2011

Yes Yes

Dominican Republic 1981, 2002, 2010 Yes Yes
Ecuador 1974, 1982, 1990,

2001, 2010
Yes Yes

El Salvador 1992, 2007 Yes Yes
Guatemala 1964, 1973, 1981,

1994, 2002
Yes Yes

Honduras 1974, 1988, 2001 Yes Yes
Mexico 1970, 1990, 1995,

2000, 2010, 2015
Yes Yes

Nicaragua 1971, 1995, 2005 Yes Yes
Panama 1960, 1970, 1980,

1990, 2000, 2010
Yes Yes

Paraguay 1962, 1972, 1982,
1992, 2002

Yes Yes

Peru 1993, 2007 No, censored Yes
Uruguay 1963, 1975, 1985,

1996, 2006, 2011
Yes, except 2011 Yes

Venezuela 1971, 1981, 1990,
2001

Yes Yes

Notes: The categorical educational variable is coded with values 1-4 as: less than primary
completed, primary completed, secondary completed, and university completed. Some census
samples available in the original source where there is information about education but the
data is not organized in households are excluded because we cannot link individuals to their
parents.
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Table B.4: Summary Statistics of Indicators Computed with Census Data

Mean Std. dev. Min Max N
YOS 0.69 0.10 0.35 0.83 71
CAT 0.45 0.12 0.10 0.67 76
MIX 0.44 0.12 0.10 0.65 76
BUM-primary 0.60 0.21 0.09 0.87 76
BUM-secondary 0.27 0.15 0.02 0.65 76
UCP 0.76 0.11 0.41 0.93 76
TDM-primary 0.08 0.04 0.02 0.22 76
TDM-secondary 0.24 0.11 0.07 0.59 76
IGRC 0.59 0.16 0.26 0.99 71
IGPC 0.55 0.08 0.37 0.72 71
IGSC 0.56 0.07 0.38 0.68 71
CER050 36.43 2.12 31.68 42.28 71
BHQ4 0.10 0.03 0.03 0.18 71
M1 3.47 0.74 1.34 4.92 71
M2 2.65 0.77 0.91 4.14 71
DIF 2.85 0.82 0.92 4.38 71
Observations 76

Notes: The columns reports the mean, the standard desvia-
tion, the minimun and the maximum values for the indicators
calculated using census data.
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Table B.5: Summary Statistics of Indicators Computed with
Latinobarometro

Mean Std. dev. Min Max N
YOS 0.71 0.10 0.37 0.90 1026
CAT 0.64 0.08 0.34 0.82 1026
MIX 0.63 0.08 0.34 0.77 1026
BUM-primary 0.58 0.20 0.12 1.00 1026
BUM-secondary 0.31 0.15 0.05 0.82 1026
UCP 0.76 0.11 0.33 0.96 1025
IGRC 0.50 0.12 0.15 0.83 1026
IGPC 0.50 0.07 0.27 0.71 1026
IGSC 0.49 0.07 0.24 0.69 1026
CER050 36.92 3.51 22.22 46.35 1026
BHQ4 0.12 0.03 0.04 0.22 1026
M1 3.88 0.61 2.22 5.26 1026
M2 3.02 0.70 0.92 4.73 1026
DIF 3.29 0.73 1.05 5.38 1026
Observations 1026

Notes: The columns reports the mean, the standard desviation,
the minimun and the maximum values for the indicators calcu-
lated using Latinobarometro.
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Table B.6: Nationally Representative Household Surveys

Country Name of survey Acronym Survey waves
Brazil Pesquisa Nacional por Amostra de Domicilios PNAD 2014
Chile Encuesta de Caracterización Socioeconómica Nacional CASEN 2006, 2009, 2011, 2013, 2015
Colombia Encuesta Nacional de Condiciones de Vida ECV 2003, 2008, 2010-2013
Ecuador Encuesta de Condiciones de Vida ECV 1994, 1995, 1998, 2006
Guatemala Encuesta Nacional sobre Condiciones de Vida ENCOVI 2000, 2006, 2011
México Encuesta Nacional sobre Niveles de Vida de los Hogares MXFLS 2002, 2005-2006, 2009-2012
Nicaragua Encuesta Nacional de Hogares sobre Medición de Nivel de Vida EMNV 1998
Panama Encuesta de Niveles de Vida ENV 1997, 2003, 2008
Peru Encuesta Nacional de Hogares ENAHO 2001-2015

Notes: Nationally representative household surveys used to compute intergenerational mobility estimates in Neidhöfer et al. (2018).
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Table B.7: Comparison of Indicators with Retrospective Information but
Different Data Sources (Social Surveys Versus Household Surveys)

Indicator Average difference (%) Rank correlation
Absolute mobility
BUM-secondary -1.985 0.840
UCP 3.639 0.518
Relative mobility
IGSC 3.642 0.067
IGPC 7.019 0.050
IGRC 13.210 0.699
Movement
M2 -0.438 0.590
M1 -0.961 0.638

Notes: The first column reports the average difference as percentage of the
indicator computed using Latinobarometro. The second column reports
the Spearman rank correlation coefficient for 7 indicators of intergenera-
tional mobility described in Table 3.1 computed using Latinobarometro
social survey and other alternative nationally representative household
surveys (see details in Table B.6). The sample include multiple cohorts
for 9 countries that sum up to 113 estimates. The source of these esti-
mates is Neidhöfer et al. (2018).
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Notes: The figure display estimates of the intergenerational Pearson correlation coef-
ficient and the intergenerational regression coefficient by birth-decade cohort in India
(1940=1940/1949, 1950=1950-1959, 1960=1960-1969, 1970=1970-1979, and 1980=1980-
1989). The source of these estimates is Narayan et al. (2018).

Figure B.1: Intergenerational Mobility Across Cohorts in India
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Notes: The figure provides information about the distribution of the difference between
estimates of IGM (see detail of indicators in Table 3.1) using coresident samples (census
data) and full samples (Latinobarometro social survey) for up to 72 country-birth-cohorts.
The difference is reported as percentage of the estimate with the full sample.

Figure B.2: Boxplot of Differences between Coresident Sample and Full
Samples
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